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Abstract— We investigate the properties of the class of re-
source allocation mechanisms with uniform pricing scheme. An
important consequence of the assumption that agents maximize
their profits is that both the resource price and the quantities
assigned to agents can be viewed as the implicit functions of the
messages communicated to the mechanism. As a result agents’
individual decisions become interdependent, which makes each
agent capable of anticipating the effects of individual actions
on the price of the resource. Focusing our attention on the
Nash equilibrium solution concept we discuss the efficiency of
equilibrium allocations of the game defined by the allocation
mechanism both from the perspective of the global system goals
and the individual objectives of agents. Our first contribution is
the ranking of three variations of the uniform-price mechanism.
We demonstrate the significant role of strategic variables used
by agents and analyze mechanism designer’s best response to
agents’ expected price-anticipating behavior. Since the resource
allocation model being subject to our considerations can very
well serve as a description of the uniform-price auction for
divisible resources, the results of this paper can be viewed
as an inquiry into properties of this auction format. As a
second contribution we show how signals exchanged between
agents and the mechanism can be successfully used to reach an
equilibrium point in an iterative bidding process.

I. INTRODUCTION

This work builds upon Kelly’s [1], [2] and Johari’s [3], [4]

analysis of the uniform-price resource allocation mechanism

designed for dynamic bandwidth allocation in communica-

tion networks. In general, however, the results presented

below hold for the settings where a divisible resource must be

distributed between a small number of consumers maximiz-

ing their profits. For such an environment we investigate the

consequences of agents’ strategic bidding behavior, which

is argued to result from agents’ perception of the market-

clearing resource allocation rules computing a single price

to balance the aggregate demand and supply in the system.

The price and allocations are determined by the messages

reported to the mechanism by agents. The messages reveal

agents’ demand at the given price of resource and are re-

quired to belong to the set of positive real numbers. Since the

resource allocation model being subject to our considerations

can very well serve as a description of the uniform-price

auction for divisible resources, the results of this paper can

be viewed as an extension of the results presented by Ausubel

and Cramton [5], Engelbrecht-Wiggans and Kahn [6].

As we are about to show, a definition of the resource

allocation rules with uniform pricing has a truly remarkable
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implication. Namely, in light of the assumption that agents

maximize their profits, it makes both the price and the quan-

tities the implicit functions of the messages communicated

to the mechanism. As a consequence, agents’ individual

decisions become interdependent, which makes each agent

capable of anticipating the effects of his individual actions

on the price of the resource. If the number of agents is

small enough, so that each individual can have a considerable

influence on the total cost of allocation, then the decision

problem faced by each agent becomes a noncooperative

game of incomplete information. In the paragraphs which

follow we investigate the properties of solutions to the game.

Focusing our attention on the pure strategy Nash equilibrium

solution concept we discuss the efficiency of equilibrium

allocations both from the perspective of the global system

goals and the individual objectives of agents. In particular,

we present a ranking of different variations of the uniform-

price mechanism with elastic supply and emphasize the role

of strategic variables used by agents. We also show when

the signals exchanged between agents and the mechanism

can be successfully used to reach an equilibrium point in an

iterative bidding process.

In Section II we define the resource allocation setting

being subject to our investigations. Next we discuss the Nash

equilibrium conditions given by Johari [3], [4] for the class of

uniform-price scalar strategy mechanisms. These conditions

are then used to establish the result of Proposition 2. It

characterizes the equilibrium allocations in terms of the re-

lationship between marginal utility gains and price elasticity.

The relationship is next shown in Proposition 3 to imply the

ranking of allocations attainable in equilibria of the games

induced by the uniform price mechanism with payments and

allocation levels as strategic variables. We show that from the

viewpoint of a price-taking resource manager it is reasonable

to require from the price-anticipating agents to submit in

their bids the total payments they are willing to make for

allocations, rather than the demanded allocation levels. On

the other hand, from the viewpoint of each agent, the best

way to improve profits is to bid strategically in the game

where signals reported to the resource manager represent the

amount of resource demanded at a given price. Finally, in

Section VI we give a bidding procedure which is proved in

Proposition 4 to converge to Nash equilibrium of the game

defined by resource allocation rules of Section II.

II. MODEL

Consider a case of L rational (preference maximizing)

agents competing for a single divisible resource. Let xi ∈ R+
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denote the amount of the resource allocated to the agent i
and suppose that:

Assumption II-A: For each i ∈ L, over the domain xi ≥ 0
the utility function Ui(xi) is concave, strictly increasing,

and continuous, and over the domain xi > 0, Ui(xi) is

continuously differentiable. Furthermore, the right directional

derivative at 0, denoted U ′
i(0

+), is finite.

The total cost of assigning the amount y =
∑

i∈L xi of the

resource to the agents is given by C(y), which is assumed

to be incurred by a single, strategically neutral resource

manager, i.e. a manager acting as price-taker maximizing

his profits:

Π(µ, y) = µy − C(y), (1)

where µ is a fixed unit price of the resource established

within the market-clearing process according to the rules of

a resource allocation mechanism selected by the manager.

Since manager’s profits are maximized when marginal pro-

duction cost is equal to the price, it is natural to assume

that:

Assumption II-B: There exists a continuous, convex and

strictly increasing function p(y) such that p(0) ≥ 0 and such

that:

C(y) =

∫ y

0

p(s)ds. (2)

Thus total cost function C(y) is strictly convex and strictly

increasing over y ≥ 0.

For further development it is also necessary to define the

price elasticity:

ε(y) ≡ y

p(y)

∂p(y)

∂y
(3)

measuring the marginal change in log(p(y)) resulting from

the marginal change in log(y). Furthermore, we define:

β(y) ≡ ε(y)

(1 + ε(y))
. (4)

If p(y) is not differentiable at y, then the corresponding

right and left directional derivatives of p define ε+(y) ≡
y/p(y)∂+p(y)/∂y and ε−(y) ≡ y/p(y)∂−p(y)/∂y respec-

tively. Definitions of β+ and β− follow immediately. Notice

that, by the assumption of continuity and convexity of p,

directional derivatives exist [7], [8].

There are three key assumptions that we follow. First,

the aggregate utility
∑

i∈L Ui(xi) of the consumers less the

aggregate cost C(y) of allocation gives a value interpreted as

a total welfare measure related to the allocation y. Second,

the mechanism sets a single market-clearing price for a

resource unit that is assumed to be equal to the marginal

production cost and that ensures that demand equals supply,

i.e. that total amount of resource available to agents at the

price is allocated to them. Third, agents anticipate the effects

of their actions on the market-clearing price.

III. PAYMENT BIDDING

Consider a resource allocation game in which, having

w−i = (w1, ..., wi−1, wi+1, ..., wL) fixed, each player i

selects a signal wi ≥ 0 to maximize his payoff function:

Qi(xi(wi,w−i), wi) = Ui(xi(wi,w−i)) − wi. (5)

The signal wi can be interpreted as the total payment that

the agent i is willing to make for the amount xi of the

resource. Agent i does not know w−i, but knows that the

price p(y(w)) and the amount of the resource he receives

xi(w) depend on it.

The following assumption is crucial from the viewpoint

of the developed framework. It states that the allocations

assigned to agents constitute a solution to the market-clearing

equation, i.e. the equation according to which supply of

the resource equals aggregate demand at the market-clearing

price.

Assumption III-A: For all w = (w1, . . . , wL) ≥ 0, the

aggregate allocation

y(w) =
∑

i∈L

xi(w)

is the unique solution to the market-clearing equation:
∑

i∈L

wi = y(w)p(y(w)). (6)

Furthermore, for each i ∈ L:

xi(w) =







wi

p(y(w))
wi > 0;

0 wi = 0,
(7)

and there exists k ∈ L such that U ′
k(0+) > p(0).

The following result is due to Johari [4]:

Proposition 1 (Johari): If assumptions II-A-III-A hold,

then w is a Nash equilibrium of the game defined by

(Qi(xi(w), wi))i∈L if and only if
∑

i∈L wi > 0, and with

y ≡ y(w) and xi ≡ xi(w) the following two conditions

hold:

U ′
i(xi)

(

1 − β+(y)
xi

y

)

≤ p(y); (8)

U ′
i(xi)

(

1 − β−(y)
xi

y

)

≥ p(y). (9)

Conversely, if x = (x1, ..., xL) ≥ 0 and y > 0 satisfy (8)-(9)

then w = p(y)x is a Nash equilibrium with xi ≡ xi(w) and

y ≡ y(w) =
∑

i∈L xi(w).
The result shows that the solutions to the payoff maxi-

mization problem:

wi ∈ arg max
s∈R+

Qi(xi(s,w−i), s), (10)

calculated individually by each agent i ∈ L subject to the

constraints (6) and (7), constitute a Nash equilibrium of the

game induced by the market-clearing equation given by (6).

Indeed, since xi = wi/p(y(w1, ..., wi, ..., wL)) whenever

wi > 0, it is straightforward to conclude that each agent can

approximate his influence on the total supply of the resource.

By assumption II-B function p is continuous, convex and

strictly increasing, which implies that g(y) = yp(y) is strictly

increasing, strictly convex, continuous and thus invertible. As
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a consequence y(w) = g−1(
∑

i∈L wi) is strictly increasing

and strictly concave function of
∑

i∈L wi, and therefore di-

rectionally differentiable. Marginal changes in supply, caused

by agent i’s unilateral deviation from the consumption level

determined by his willingness to pay wi, are therefore given

by:

∂+y(w)

∂wi

=

(

p(y(w)) + y(w)
∂+p(y(w))

∂wi

)−1

;

∂−y(w)

∂wi

=

(

p(y(w)) + y(w)
∂−p(y(w))

∂wi

)−1

,

which follows from directional differentiation of (6) with

respect to wi. It is important to observe that no assumption

on differentiability of p(y) has been made, so right and left

directional derivatives are not necessarily equal; see [4] for

the general treatment.

Since the total production level y(w) determines the

price of the resource, an agent capable of calculating the

above derivatives of y(w) is also able to anticipate the

marginal price changes and, as a consequence, to improve

his individual profits. At this point it should be noticed that

the price of the resource and the total production level are

observable variables; their values, as well as the form of

the market-clearing equation (6), are a common knowledge.

It is therefore reasonable to assume that each agent will

expect other agents to perform the similar price-anticipating

reasoning. As a result, decision problem faced by each agent

indeed has a nature of noncooperative game.

From the first order optimality conditions for payoff

maximization problem (10) it immediately follows that given

a fixed vector w−i = (w1, ..., wi−1, wi+1, ..., wL) agent i’s
best response to other agents’ decisions must satisfy the next

two conditions:

∂+Qi(xi(wi,w−i), wi)

∂wi

= U ′
i(xi(w))

∂+xi(w)

∂wi

− 1 ≤ 0;

∂−Qi(xi(wi,w−i), wi)

∂wi

= U ′
i(xi(w))

∂−xi(w)

∂wi

− 1 ≥ 0.

Proposition 1 shows that under assumptions II-A-III-A the

above best response conditions, admitting optimal solution to

be situated at a nondifferentiable point of p(y), constitute a

Nash equilibrium w 6= 0 of the resource allocation game; if

w 6= 0 satisfies the conditions of Proposition 1 then no agent

can improve his payoff by unilaterally deviating from w.

Notice that with w−k = 0, by assumption III-A, if wk → 0+

then (xk(w)/wk)−1 → p(0) < U ′
k(0+), which implies that

at least one agent k can improve his payoff by deviating

from wk = 0. Differentiating (7) with respect to wi and

substituting directional derivatives of y(w) yields (8)-(9).

EFFICIENCY LOSS

The direct implication of Proposition 1 is that the alloca-

tions obtained at Nash equilibrium point defined by (8)-(9)

are not Pareto-optimal. To see this, consider the resource

allocation problem faced by the resource manager:

max
x∈R

L

+

[

∑

i∈L

Ui(xi) − C(y)

]

, s.t. y =
∑

i∈L

xi. (11)

By assumption II-A, function Ui is concave, strictly in-

creasing and differentiable over xi > 0 for all i ∈ L. By

assumption II-B, function C is convex and differentiable. As

a result, the necessary and sufficient conditions for optimality

of x = (x1, ..., xL) are given, for every i ∈ L, by:

{

xi

[

U ′
i(xi) − p(y)

]

= 0;

U ′
i(xi) − p(y) ≤ 0.

(12)

If agent i is assigned a positive amount x̄i of the resource,

then the corresponding marginal increase in utility U ′
i(x̄i) he

receives must be equal to the market-clearing price p(ȳ) > 0,

where ȳ =
∑

i∈L x̄i. If, on the other hand, no amount of the

resource is allocated to agent i, then the market-clearing price

must be greater than or equal to the marginal utility of agent

i at zero. Pareto-optimality of the allocations satisfying (12)

is implied by the following result:

Lemma 1: Optimal solution to:

max

{

m
∑

i=1

fi(x) : x ∈ R
n

}

(13)

is an an efficient solution to:

max {(f1(x), ..., fm(x)) : x ∈ R
n} (14)

where fi : R
n → R for i = 1, ...,m.

Proof: See e.g. [9], [10].

Thus, by Lemma 1 the optimal solution to (11) is also an

efficient solution to the multiobjective problem:

max









U1(x1), ..., UL(xL),−p(
∑

j∈L

xj)



 : x ∈ R
L
+







.

Furthermore, by concavity of (11) and the fundamental theo-

rems of welfare economics, the corresponding pair (p(ȳ), x̄)
constitutes a competitive equilibrium as well. Our first propo-

sition demonstrates that these solutions are substantially

different from those that arise at Nash equilibria of the game

with payoffs defined by (5). The proposition is technically

very useful and will be used to derive our subsequent

insights.

Proposition 2: Suppose that p(y) is differentiable and

exhibits nondecreasing elasticity ε(y) for y ≥ 0. If Assump-

tions II-A-III-A hold and ŵ is Nash equilibrium of the game

defined by (Qi(xi(w), wi))i∈L, then:

p(y(ŵ)) < U ′
i(xi(ŵ)) < p(y(ŵ))(1 + ε(y(ŵ))) (15)

for all i ∈ L such that xi(ŵ) > 0.
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Proof: By the differentiability of p and Proposition 1,
if ŵ is a Nash equilibrium, then:

8

>

>

<

>

>

:

wi

»

U ′
i(xi(ŵ))

„

1 − β(y(ŵ))
xi(ŵ)

y(ŵ)

«

− p(y(ŵ))

–

= 0

U ′
i(0

+) − p(y(ŵ)) ≤ 0.

(16)

Fix ŵ−i and consider ŵi > 0. Since Ui is strictly increasing,

from (7) and the fact that β(y(ŵ)) > 0 for y(ŵ) > 0
(observe that β′(y) = ε′(y)/(1 + ε(y))2 ≥ 0) it follows,

that:

U ′
i(xi(ŵ)) − p(y(ŵ)) = U ′

i(xi(ŵ))β(y(ŵ))
xi(ŵ)

y(ŵ)
> 0.

Now, suppose U ′
i(xi(ŵ)) > p(y(ŵ))(1 + ε(y(ŵ))). Then,

for every i ∈ L such that ŵi > 0:

p(y(ŵ))(1 + ε(y(ŵ)))

(

1 − β(y(ŵ))
xi(ŵ)

y(ŵ)

)

< p(y(ŵ)).

This, however, implies that:

ε(y(ŵ))

(

1 − xi(ŵ)

y(ŵ)

)

< 0.

which is a contradiction, since ε(y(ŵ)) > 0 and y(ŵ) =
∑

j∈L xj(ŵ) ≥ xi(ŵ) in equilibrium. As a result, for all

i ∈ L such that xi(ŵ) > 0:

p(y(ŵ)) < U ′
i(xi(ŵ)) < p(y(ŵ))(1 + ε(y(ŵ))).

Condition (15), the key result of this paper, shows that

the marginal gains from positive allocations assigned to

agents in Nash equilibrium of the game induced by the

uniform-price mechanism exceed the market-clearing price

of resource. As a result they are not Pareto-optimal and do

not maximize the efficiency measure (11) applied by the

resource manager interested in optimal utilization of system

resources. Noticeably, however, from the viewpoint of each

agent price-anticipating bidding provides an opportunity to

obtain an additional marginal revenue equal to the difference

between the marginal utility from the consumption level

achieved in equilibrium and the corresponding price equal

to the marginal cost of allocation incurred by the system; it

improves agents’ profits.

IV. RESOURCE BIDDING

Consider now the classical Cournot competition model

[11], [12] and the related resource allocation game with

payoffs defined for all i ∈ L by:

Q̃i(x) = Ui(xi) − xip(
∑

j∈L

xj). (17)

Instead of reporting to the mechanism a value of the payment

wi each agent is now required to report the allocation

level xi demanded at the price p(
∑

j∈L xj). The pointwise

characterization of individual demand for the resource is

therefore described here directly by the value of xi rather

than indirectly by the value of agent’s willingness to pay

wi. The market-clearing equation in this setting is defined as

follows:
∑

i∈L

xi = S(p(y)), (18)

where y =
∑

i∈L xi and S(µ) = p−1(µ) is a supply

correspondence setting the total production level y to the

value maximizing the profit Π(µ, y).
We define a Cournot-Nash equilibrium x̃ = (x̃1, ..., x̃L)

as a vector of the solutions to:

x̃i ∈ arg max
s∈R+

Q̃i((s,x−i)). (19)

To see that the vector x̃ exists, notice that Q̃i is concave and

continuous in xi ∈ Xi = [0, Ri]. The strategy space Xi, de-

fined by the rules of resource allocation, is compact and con-

vex for each i ∈ L; by assumptions II-A and II-B there exists

a positive number Ri > 0 such that Ui(Ri) ≤ Rip(Ri +
∑

j 6=i xj), so it is rational for each agent i ∈ L to bid xi ∈
[0, Ri]. Since agent i’s best response x̃i to x−i is a solution to

(19), a mapping H : X → X with X = [0, R1]×· · ·×[0, RL]
and Hi(x) ∈ arg maxs∈Xi

Q̃i((x1, ..., s, ..., xL))} is upper

semicontinuous. Existence of Cournot equilibrium results,

as a consequence, from the Kakutani fixed point theorem,

as proved by Rosen in [13].

EFFICIENCY LOSS

We will now examine the relationship between the allo-

cations arising at the Cournot-Nash equilibrium and at the

Nash equilibrium defined by conditions (8)-(9).

Proposition 3: Consider payoffs (Q̃i(x)i∈L) defined by

(17) and let x̃ be a vector of the solutions to (19). Suppose

also that ŵ is a Nash equilibrium of the game defined by

payoffs (Qi(xi(w), wi))i∈L. If the assumptions of Proposi-

tion 2 hold, then for all i ∈ L:

xi(ŵ) ≥ x̃i. (20)

Proof: Consider first the following system of equations:

xi(w) − αi = 0,

where αi ∈ [0,∞) for all i ∈ L. By assumption III-A, the

system has a unique trivial solution w̃ = 0 iff αi = 0 for

all i ∈ L. Suppose then that αk > 0 and that αi = 0 for all

i 6= k. We claim that the system still has a unique solution,

but now w̃ 6= 0. Indeed, since xk(w) is continuous, strictly

increasing and concave in wk ≥ 0, and since xk(w) →
∞ as wk → ∞ (see Proposition 3.3 [4]), there exists a

solution w̃ 6= 0, such that w̃i = 0 for i 6= k and w̃k > 0.

Next, take an arbitrary set L1 ⊆ L such that αi > 0 for

all i ∈ L1 and consider a mapping H : W → W , where

W ≡ [0, ω−1
1 (0) + ǫ] × ... × [0, ω−1

L (0) + ǫ] with ωi(wi) ≡
xi(wi,w−i) − αi for both αi and w−i fixed, and ǫ ≥ 0.

Let Hi(w) = ω−1
i (0), i.e. for an arbitrarily chosen i ∈ L1,

given αi and w−i, let Hi return the value of wi such that

ωi(wi) = 0. Observe that Hi(w) ∈ [0, ω−1
i (0) + ǫ] for all

i ∈ L. Since W is nonempty, compact and convex, and the

mapping H(w) = (H1(w), ...,HL(w)) is continuous, by the

Brouwer’s fixed point theorem there exists w̃ = H(w̃), such
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that x(w̃) = α for all i ∈ L with α = x̃ being solution to

(19).

Next, from the first order optimality conditions for (19) it

follows that:

x̃ip
′(ỹ) = U ′

i(x̃i) − p(ỹ)

whenever x̃i > 0 and ỹ =
∑

i∈L x̃i. Substituting right

hand side of the above equation to the partial derivative of

Qi(xi(w̃), w̃i) yields:

∂Qi(xi(w̃), w̃i)

∂wi

=
U ′

i(x̃i)

p(ỹ)

(

1 − β(ỹ)
x̃i

ỹ

)

− 1

=
U ′

i(x̃i)

p(ỹ)

(

1 − U ′
i(x̃i) − p(ỹ)

p(ỹ)(1 + ε(ỹ))

)

− 1.

Suppose now that 0 < xi(ŵ) < x̃i for some i ∈ L1 ⊆ L
and xk(ŵ) ≤ x̃k for k ∈ L \ L1. This immediately

implies that p(y(ŵ)) < p(ỹ), w̃i > ŵi and U ′
i(xi(ŵ)) ≥

U ′
i(x̃i) for i ∈ L1. Since p is assumed to be differentiable

and exhibits nondecreasing elasticity, from the fact that

Qi is strictly concave in wi (see Proposition 3.7 [4]) and

∂Qi(xi(ŵ), ŵi)/∂wi = 0 for ŵi > 0, it follows that:

∂Qi(xi(w̃), w̃i)

∂wi

=
U ′

i(x̃i)

p(ỹ)

(

1 − U ′
i(x̃i) − p(ỹ)

p(ỹ)(1 + ε(ỹ))

)

− 1 < 0.

From this we obtain:

U ′
i(x̃i) − p(ỹ)

U ′
i(x̃i)

<
U ′

i(x̃i) − p(ỹ)

p(ỹ)(1 + ε(ỹ))
,

which implies that: U ′
i(xi(ŵ)) ≥ U ′

i(x̃i) > p(ỹ)(1+ε(ỹ)) >
p(y)(1 + ε(y(ŵ))). By Proposition 2 this is a contradiction,

since in equilibrium U ′
i(xi(ŵ)) < p(y(ŵ))(1 + ε(y(ŵ)))

whenever xi(ŵ) > 0. We have, therefore, demonstrated that

∂Qi(xi(w̃), w̃i)/∂wi ≥ 0 for w̃ such that x̃ = x(w̃). This

proves that xi(ŵ) ≥ x̃i for all i ∈ L.

V. QUANTITATIVE COMPARISON OF MARKET

STRATEGIES

In this section we compare the mechanisms studied above

with respect to the generated efficiency and allocation levels.

Observe that an immediate corollary to condition (15)

of Proposition 2 is that y(ŵ) ≤ ȳ =
∑

i∈L x̄i, where x̄
is a vector of Pareto-optimal allocations satisfying condi-

tions (12). Furthermore, concavity and monotonicity of Ui,

together with convexity and monotonicity of p imply that

p(y(ŵ)) ≤ p(ȳ). As a consequence, profits of resource

manager are reduced in comparison to those of competitive

equilibrium. To see this assume, to the contrary, that:

p(y(ŵ))y(ŵ) − C(y(ŵ)) > p(ȳ)ȳ − C(ȳ).

This implies that:

C(ȳ) > C(y(ŵ)) + C ′(ȳ)(ȳ − y(ŵ)),

which is a contradiction, since C is strictly convex. (From

the viewpoint of mechanism design it is important to notice,

though, that condition (6) guarantees that allocation costs

are covered. Indeed, by convexity p(y)y ≥
∫ y

0
p(a)da. This
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Fig. 1. Optimal response curves for the setting with two agents: p(x) =
(10 − y)−1, Ui(xi) = γi log(xi + 1) (left) and Ui(xi) = γi arctan(xi)
(right). Optimal response curves are tangent to the iso-payoff curves at the
points being solution to (10) and (19). In equilibrium Ew of the game with
payments wi as strategies each agent is assigned more resources then in
equilibrium Ex of the game with allocations xi as strategies.

condition need not hold for other classes of mechanisms.)

This, therefore, gives the following result:

Corollary 1: Let (µ̄, x̄) be a competitive equilibrium de-

fined by conditions (12) and let ŵ be a Nash equilibrium of

the game with payoffs defined by (5). Then:

Π(p(y(ŵ)), y(ŵ)) ≤ Π(p(ȳ), ȳ). (21)

The results of Proposition 2 and Corollary 1 stem from

the fact that the goals of resource manager, expressed by

conditions (12), are not compatible with the myopic goals

of agents maximizing their payoffs, expressed by conditions

(8)-(9). Equivalently, the rules of a uniform-price mech-

anism, applied to the setting of strategic agents capable

of exerting their market power, are characterized by the

undesirable property of creating incentives to misrepresent

preferences. The observation is straightforward because for

xi(ŵ) > 0:

0 < 1 − β(y(ŵ))
xi(ŵ)

y(ŵ)
< 1,

which implies that:

U ′
i(xi(ŵ))

(

1 − β(y(ŵ))
xi(ŵ)

y(ŵ)

)

< U ′
i(xi(ŵ)).

Thus, from the perspective of the mechanism processing

messages submitted by agents, it is as though agent i ∈ L
were characterized by the marginal gains described by the

left hand side of the equation above, which are lower then

the real ones defined by U ′
i . This is precisely the effect of

demand reduction discussed by Ausubel and Cramton in [5].
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Each agent’s optimal strategy is to shade bids in order to

reduce the market-clearing price of the resource and achieve

profits that are higher in comparison to those that would be

achieved with price-taking behavior in competitive equilib-

rium. This brings us to the conclusion that in the considered

setting of strategically interdependent agents and elastic

supply the uniform-price mechanism optimizes utilization of

resources for the manipulatively declared preference model.

The next result demonstrates that the positive allocations

arising in the Nash equilibrium of the game where agents

report their willingness to pay are at least as high as those

arising in the Cournot-Nash equilibrium of the game where

agents declare the demanded amount of resource.

Corollary 2: If the assumptions of Proposition 2 hold,

then:
∑

i∈L

Ui(xi(ŵ)) − C(y(ŵ)) ≥
∑

i∈L

Ui(x̃) − C(ỹ), (22)

where y(ŵ) =
∑

j∈L xj(ŵ) and ỹ =
∑

j∈L x̃j .

Proof: First, notice that from Proposition 2 we have:

U ′
i(x̃i) ≥ p(ỹ), U ′

i(xi(ŵ)) ≥ p(y(ŵ)).

Furthermore, from the Proposition 2 and Proposition 3 we

obtain: U ′
i(x̃i) ≥ p(y(ŵ)). As a result, by convexity of p:

∑

i∈L

∫ xi(ŵ)

0

U ′
i(a)da −

∑

i∈L

∫ x̃i

0

U ′
i(a)da =

≥
∫ y(ŵ)

ỹ

p(s)ds = C(y(ŵ)) − C(ỹ),

which completes the proof.

Corollary 2 shows that the total welfare of the allocations

attainable in the case of payment bidding is at least as high

as the welfare of the allocations attainable in the case of

resource bidding. Notice, though, that both signals wi and xi

provide the unique characterization of the agent i’s demand

for resource. This characterization is given by:

p(y(w))xi(w) = wi.

However, different strategy spaces make agents maximize

different payoff functions, which in turn leads to different

solutions.

Clearly, by Corollary 2, from the viewpoint of resource

manager it is more reasonable to apply the mechanism where

payments wi are reported. Our next result shows that it is

not what agents would prefer.

Corollary 3: Suppose that assumptions of Proposition 2

hold. Define Q̄i(xi, µ) ≡ Ui(xi)−µxi and let (µ̄, x̄) denote

competitive equilibrium being solution to (11). Then for all

i ∈ L:

Q̄i(x̄i, µ̄) ≤ Qi(xi(ŵ), ŵi) ≤ Q̃i(x̃). (23)

Proof: Suppose first, to the contrary, that we have

Qi(xi(ŵ), ŵi) > Q̃i(x̃). As a consequence, from Propo-

sition 2, we obtain for xi(ŵ) > 0 and x̃i > 0:

Ui(xi(ŵ)) − Ui(x̃i) > xi(ŵ)p(y) − x̃ip(ỹ)

≥ U ′
i(x̃i)(xi(ŵ) − x̃i) − x̃ip

′(ỹ)(xi(ŵ) − x̃i),

where the last inequality follows from the fact that p(ỹ) =
U ′

i(x̃i) − x̃ip
′(ỹ). We, therefore, conclude that:

Ui(xi(ŵ)) + x̃ip
′(ỹ)(xi(ŵ) − x̃i)

> Ui(x̃i) + U ′
i(x̃i)(xi(ŵ) − x̃i),

which is a contradiction. Indeed, by concavity of Ui, we must

have: Ui(xi(ŵ)) ≤ Ui(x̃i) + U ′
i(x̃i)(xi(ŵ)− x̃i). However,

since x̃ip
′(ỹ)+p(ỹ) = U ′

i(x̃i) in equilibrium, it follows that

x̃ip
′(ỹ) < U ′

i(x̃i).
Similarly, suppose that Q̄i(x̄i, µ̄) > Qi(xi(ŵ), ŵi). By

Proposition 1 and 2, since µ̄ > p(y), for xi(ŵ) > 0 and

x̄i > 0:

Ui(x̄i) + U ′
i(xi(ŵ))β(y(ŵ))

xi(ŵ)

y(ŵ)
(x̄i − xi(ŵ))

> Ui(xi(ŵ)) + U ′
i(xi(ŵ))(x̄i − xi(ŵ)).

By the concavity argument, this constitutes a contradic-

tion as well. Therefore, Q̄i(x̄i, µ̄) ≤ Qi(xi(ŵ), ŵi) and

Qi(xi(ŵ), ŵi) ≤ Q̃i(x̃), which completes the proof.

0 2 4 6 8 10
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Fig. 2. Proof of Corollary 3. Solid line is a tangent to Ui(xi) at xi = x̃i.
Dashed line represents the function α(xi) = Ui(xi) + λ(xi − x̃i), where
λ < U ′

i
(x̃i).

Corollary 3 provides a ranking of the uniform-pricing

schemes for three different settings. From the viewpoint of

resource manager the best scenario is the one where agents

act as price-takers and competitive equilibrium is achieved;

resulting allocations are then Pareto-optimal and market-

clearing price is equal to marginal cost of production, which

maximizes manager’s profit. Unfortunately, the manager can-

not guarantee that the price-taking assumption will hold. In

fact, Corollary 3 shows that there is a rationale for agents to

view the resource allocation problem as a game with payoffs

defined by (5) or (17). Price-anticipating bidding, resulting in

demand reduction, is a way to improve profits and therefore

is a reasonable strategy. Thus, from the perspective of the

agents the most desirable setting is the one described by the

Cournot competition model leading to the highest individual

payoffs. However, it is the mechanism designer, not agents,

that defines the model by the rules of resource allocation.

Corollary 2 demonstrates that the potential inefficiency of
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outcomes makes the Cournot setting the most undesirable

one from the resource manager viewpoint. As a result,

agents should not expect from the rational resource manager

to apply it. In the considered setting of uniform-pricing

scheme designer’s best response to the agents’ expected

price-anticipating behavior is to apply the solution where

agents report their willingness to pay as it reduces the adverse

effects of agents’ misrepresentation of preferences.

VI. BIDDING ALGORITHM

To finalize the paper we will now investigate the stability

of Nash equilibria and the convergence conditions of bid-

ding process in the uniform-price share auction with price-

anticipating agents reporting their willingness to pay. Auction

rules correspond to the competition model defined by the

market-clearing equation (6), where allocation rule satisfies

(7) and payoffs are defined by (5). We focus our attention

on the family of smooth price functions characterized by

nondecreasing elasticity, i.e. β′(y) ≥ 0.

Lemma 2: If the assumptions of Proposition 2 hold, then:

(p(ỹ) − p(ȳ)) (ȳ − ỹ) ≤ 0, (24)

where ỹ =
∑

i∈L xi(w̃) and ȳ =
∑

i∈L xi(w̄).
Proof: Suppose that p(ỹ) ≤ p(ȳ). Then, by assumptions

II-B and III-A, ỹ ≤ ȳ. This implies that p(ỹ)ỹ ≤ p(ỹ)ȳ
and p(ȳ)ỹ ≤ p(ȳ)ȳ. Subtracting the first inequality from the

latter yields (24). The same follows for p(ỹ) ≥ p(ȳ). Finally,

(24) follows from the fact that p is is strictly increasing, i.e.

−(p(ȳ) − p(ỹ))/(ȳ − ỹ) < 0.

Proposition 4: Let F(w(t)) ≡ p(y(w(t)))x̂(t) − w(t),
where x̂i(t) ∈ {[xi]

+ : U ′
i(xi)(1 − β(y(w(t)))xi/y(w(t)))

= p(y(w(t)))} for every i ∈ L. If the assumptions of

Proposition 2 hold, then every Nash equilibrium of the game

with payoffs defined by (5) is an asymptotically stable fixed

point of the system:

ẇ(t) = F(w(t)). (25)

Proof: We will show that p(y(w(t))) converges to the

equilibrium price p̂ when agents modify their bids according

to F(w(t)). Since for w 6= 0:

∂y(w)

∂wi

=

(

p(y(w)) + y(w)
∂p(y(w))

∂wi

)−1

,

we conclude that ∂y(w)/∂wi ≤ p(y(w))−1. This implies
that:

ṗ(y(w(t))) = p
′(y(w(t)))

X

i∈L

∂y(w(t))

∂wi

ẇi(t)

≤ p
′(y(w(t)))

X

i∈L

p(y(w(t)))x̂i(t) − wi(t)

p(y(w(t)))

= p
′(y(w(t)))

X

i∈L

(x̂i(t) − xi(w(t))).

Now, define V (t) ≡ (p(y(w(t)))− p̂)2/2 and observe that:

V̇ (t) = (p(y(w(t))) − p̂)ṗ(y(w(t))) ≤

p′(y(w(t)))(p(y(w(t))) − p̂)(ŷ − y(w(t))),

for ŷ ≡ ∑

i∈L x̂i(t) and y(w(t)) ≡ ∑

i∈L xi(w(t))). Since

ŷ satisfies the equilibrium condition ŷp̂ =
∑

i∈L ŵi, from

Lemma 2 it follows that V̇ (t) ≤ 0, with equality only

for p(y(w(t))) = p̂ defining a unique stationary point

of F(w(t)). Thus, V is a Lyapunov function for system

F(w(t)). Under assumptions of the proposition this implies

that w(t) converges to ŵ for w(0) = w0 6= 0.

Fig. 3. Communication scheme of mechanism (26)-(29).

Proposition 4 proves the convergence of a bidding process

in the uniform-price share auction under the assumptions of

Proposition 2. Figure VI explains the procedure. Resource

manager begins by setting an initial value of the price p(0) >
0 and the corresponding total production level y(0). These

two values are then communicated to all bidders eligible to

participate in the auction. In response to the received signals

each price-anticipating bidder calculates a profit-maximizing

consumption level x̂i and translates the value to the signal

required by auction rules:

w
(k+1)
i = Φ

[

w
(k)
i , p(k)x̂

(k)
i

]

, (26)

where Φ(a, b) ≡ a + ρ(b − a) with ρ ∈ (0, 1) and:

x̂
(k)
i ∈

{

[xi]
+ : U ′

i(xi)

(

1 − β(k)xi

y(k)

)

= p(k)

}

. (27)

It is assumed that each agent i can approximate the price

elasticity measure β(k) (corresponding to the total resource

utilization y(k)) to calculate x̂
(k)
i . The amount of resource

x
(k)
i assigned to the agent i in the iteration k = 1, .., T − 1

can be either communicated to each agent or calculated by

each agent individually: x
(k)
i = w

(k)
i /p(k).

Next, when optimized bids are set, the vector (w
(k+1)
1 , ...,

w
(k+1)
L ) is submitted to the manager to clear the market, i.e.:

x
(k+1)
i =

[w
(k+1)
i ]+

p(k+1)
, (28)

where p(k+1) = p(y(k+1)) and:

y(k+1) ∈
{

s :
∑

i∈L

w
(k+1)
i = sp(s)

}

. (29)
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Having calculated the price and the allocations, resource

manager sends the values to the agents and waits for their

response. The bidding procedure stops when predefined stop-

ping conditions are satisfied. Final outcomes of the auction

are communicated to all participants.

Example 1: Consider a divisible resource characterized by

the following price function p(y) = (C−y)−1 with elasticity

ε(y) = y(C − y). Suppose that there are L = 4 agents

competing for the resource and let U1(x1) = γ1x1, U2(x2) =
γ2 log(1 + x2), U3(x3) = γ3 arctan(x3) and U4(x4) =
γ4
√

x4. Figure 1 demonstrates the bidding process. Observe

that allocations x
(k)
i decrease as price p(k) increases with

k → T = 20. △
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Fig. 4. Convergence of the uniform-price mechanism (26)-(29).

The sequences of bids {w(k)}∞k=0, allocations {x(k)}∞k=0

and prices {p(k)}∞k=0 are proved to converge to a Nash

equilibrium point if the conditions of Proposition 4 are met.

It is important to notice that the proof of convergence relates

on the property (24), which can be interpreted as the law

of demand—agents’ aggregate demand y and resource price

move in opposite directions [12]. Furthermore, the alloca-

tions are entirely determined by a pointwise characterization

of agents’ preferences. Messages reported to the mechanism

contain scalar values, which reveal enough information to

calculate the resource assignments and the corresponding

payments. This is an extremely desirable property of a

mechanism, especially in the network environments of large

scale systems with communication constraints and limited

computational power.

On the other hand, the model assumes synchronous com-

munication pattern, i.e. allocations are determined based on

signals received from all agents within a predefined time

period. This is a restrictive constraint which should be re-

laxed in many real-life settings—asynchronous communica-

tion should be admitted. We have also considered all agents’

continuous dynamics evolving at the same rate, which may

be a simplified and potentially harmful assumption as well;

see Shenker [14] for an interesting comment. Furthermore,

the model ignores the problem of agents dropping off when

payoff values become negative (individual rationality con-

straint). These and other issues related to the best response

dynamics are the subject of further investigations.

VII. SUMMARY

The above discussion illustrates the consequences of in-

compatibility of the overall system goals and the individual

objectives of the agents—the uniform-price market-clearing

mechanism creates incentives to reveal to the system a

reduced value of demand. On one hand, this improves agents’

profits, but on the other it gives rise to allocations that do

not maximize utilization of the resource in the system. The-

oretical results established in the paper can therefore serve

as a guideline for limiting the adverse effects of strategic

behavioral patterns within the uniform-pricing framework—

it relates to the choice of strategies agents are allowed to

play. For other guidelines, resulting from the exploration

of the relationship between conditions (12) and (16), see

[15], [16], [17]. Since both the allocations and the payments

are arguments of the payoff functions, the structure of the

mechanism’s rules determines the optimality conditions a

rational agent will try to achieve. As a result, an appropriate

choice of pricing functions and allocation rules can make

both the resource manager and agents approach the similar

goals.

REFERENCES

[1] F. P. Kelly, “Charging and rate control for elastic traffic,” European

Transactions on Telecommunications, vol. 8, pp. 33–37, 1997.
[2] F. P. Kelly, A. K. Maulloo, and D. K. Tan, “Rate control for

communication networks: shadow prices, proportional fairness, and
stability,” Journal of the Operational Research Society, vol. 49, pp.
237–252, 1998.

[3] R. Johari and J. N. Tsitsiklis, “Efficiency loss in a network resource
allocation game,” Mathematics of Operations Research, vol. 29, pp.
407–435, 2004.

[4] R. Johari, “Efficiency loss in market mechanisms for resource alloca-
tion,” Ph.D. dissertation, MIT, 2004.

[5] L. Ausubel and P. Cramton. (1996) Demand reduction
and inefficiency in multi-unit auctions. [Online]. Available:
ideas.repec.org/p/pcc/pccumd/98wpdr.html

[6] R. Engelbrecht-Wiggans and C. Kahn, “Multi-unit auctions with
uniform prices,” Economic Theory, 1998.

[7] R. Rockafellar, Convex Analysis. Princeton University Press, 1970.
[8] I. Ekeland and R. Temam, Convex Analysis and Variational Problems.

SIAM, 1999.
[9] W. Ogryczak, “Wspomaganie decyzji w warunkach ryzyka,” 2000,

manuscript.
[10] M. M. Kostreva, W. Ogryczak, and A. Wierzbicki, “Equitable aggrega-

tions and multiple criteria analysis.” European Journal of Operational

Research, vol. 158, no. 2, pp. 362–377, 2004. [Online]. Available:
http://dblp.uni-trier.de/db/journals/eor/eor158.html#KostrevaOW04

[11] D. Fudenberg and J. Tirole, Game Theory. The MIT Press, 1991.
[12] A. Mas-Colell, M. Whinston, and J. Green, Microeconomic Theory.

Oxford University Press, 1995.
[13] J. Rosen, “Existence and uniqueness of equilibrium points for concave

n-person games,” Econometrica, vol. 33, no. 3, July 1965.
[14] S. Shenker, “Making greed work in networks: a game-theoretic anal-

ysis of switch service disciplines,” Networking, IEEE/ACM Transac-

tions on, vol. 3, no. 6, pp. 819–831, Dec 1995.
[15] M. Karpowicz and K. Malinowski, “On efficient resource allocation

in communication networks.” in SOFSEM (1), ser. Lecture Notes in
Computer Science, J. van Leeuwen, G. F. Italiano, W. van der Hoek,
C. Meinel, H. Sack, and F. Plasil, Eds., vol. 4362. Springer, 2007,
pp. 624–635.

[16] ——, “Characterization of scalar strategy mechanisms for efficient
resource allocation: demand side case,” in Proceedings of 11th

IFAC/IFORS/IMACS/IFIP Symposium on Large Scale Systems, July
2007.

[17] ——, “Characterization of scalar strategy mechanisms for efficient
resource allocation: supply side case,” in Proceedings of 46th IEEE

Conference on Decision and Control, 2007.

47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008 ThB02.3

4473


