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Abstract— Due to the possibility of increased efficiency and
reduced emissions, Homogeneous Charge Compression Ignition
(HCCI) is a promising alternative to conventional internal
combustion engines. Ignition timing in HCCI is highly sensitive
to operating conditions and lacks direct actuation, making it a
challenging subject for closed-loop control. This paper presents
results on model-based control of ignition timing and work
output using a cycle-resolved physical model including cylinder
wall temperature dynamics. The model was used to design
model predictive controllers for simultaneous control of the
ignition timing and the indicated mean effective pressure by
varying the inlet valve closing and the intake temperature.
The performance of the resulting controller was evaluated in
simulation and two possible extensions were developed. An
extended controller was validated on a real engine.

I. INTRODUCTION

Homogeneous Charge Compression Ignition (HCCI), or

Controlled Auto-Ignition (CAI), is a promising alternative to

conventional internal combustion engines due to the possi-

bility of increased efficiency and reduced emissions. A great

challenge with HCCI is control of the combustion phasing,

mainly due to the lack of direct actuation. Ignition timing

in HCCI engines is determined by several factors [1]; the

auto-ignition properties of the air-fuel mixture, the intake

temperature, the amount of residual gases in the cylinder,

etc. Several possible control signals have been evaluated [1],

such as variable valve timing, intake temperature, and the

amount of residuals trapped in the cylinder.

Heat transfer effects between the in-cylinder charge and

the cylinder walls are important for explaining HCCI cycle-

to-cycle behavior [2]. However, many modeling approaches

for control only consider heat transfer from the gases to

the walls and assume a fixed cylinder wall temperature [1].

Continuous-time models including cylinder wall tempera-

ture were presented in [2], [3]. The former also presented

results on model-based control. Two recent examples of

cycle-resolved models of HCCI used for closed-loop control

are [4], [5]. The models contain a cycle-to-cycle coupling

through the residual gas temperature, also included in the

current model. However, when there is only little residuals

present in the cylinder it is more physically reasonable to let

the cylinder wall temperature link the cycles.

The model used in this work, [6], is an extension of the

model in [4] as it uses the same basic formulation with the
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Fig. 1. Principle of the cylinder wall model.

addition of cylinder wall temperature dynamics and with a

few modifications. The outputs were chosen to be Indicated

Mean Effective Pressure (IMEPn) and the crank angle of

50% burnt (θ50). This choice was justified by the fact that

IMEPn relates to the work output of the engine and that θ50

was shown to be a robust indicator of combustion phasing

[7]. The inputs were the intake temperature (Tin) and the

crank angle of inlet valve closing (θIV C).

The paper outline is as follows: The model is reviewed

in Sec. II, and model calibration results are given in Sec.

III. The nominal control design is outlined in Sec. IV

with evaluations and extensions in Sec. V. Finally, some

concluding remarks are given.

II. PHYSICAL MODEL

In this section, the physical model is outlined, for further

details see [6]. The model assumed isentropic compression

and expansion and heat transfer between the in-cylinder

charge and the cylinder walls was modeled as three events

during each cycle; after mixing, after combustion, and after

expansion. This approach allows tracking of the temperature

dynamics of gas and cylinder wall during the cycle while

keeping the complexity low. A list of frequently used pa-

rameters and variables is shown in Table I.

A. Cylinder Wall Temperature Dynamics

The cylinder wall was modeled as a single-zone system,

where it was assumed that the outer surface of the cylinder

wall was maintained at a constant temperature, Tc, and that

convection occured between the in-cylinder gases and the

cylinder wall, see Fig 1. The first law of thermodynamics

applied to the gas when no work is performed yields the

expression Ṫ = −q̇a/mCv where T , m, and Cv are the

temperature, mass, and specific heat of the gas. The heat

flow was modeled using the Newton law q̇a = hcAc(T −
Tw) where hc is the convection coefficient, Ac is the wall

surface area and Tw is the wall surface temperature. The

inner wall temperature, Tiw, has a time derivative given by

Ṫiw = (q̇a − q̇b)/mcCp where Cp is the specific heat of the

cylinder wall, mc is the cylinder wall mass, and q̇b is the
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TABLE I

LIST OF PARAMETERS AND VARIABLES

Parameter Definition

Aa Arrhenius scaling factor

Ac Cylinder wall area, [m2]

α Molar fraction of exhaust gases

Cv Gas heat capacity, [J/kgK]

Cp Cast iron heat capacity [J/kgK]

Ea Arrhenius activation energy, [J/kg]

φ Equivalence ratio

γ Specific heat ratio

hc Convective heat transfer coefficient, [W/m2K]

IMEPn Indicated mean effective pressure, [Pa]

kc Conductive heat transfer coefficient, [W/mK]

Lc Cylinder wall thickness, [m]

m Gas mass, [kg]

ma Air mass, [kg]

mc Cylinder wall mass [kg]

mf Fuel mass, [kg]

n Arrhenius sensitivity to pressure

Pin Intake pressure, [Pa]

QLHV Lower heating value of isooctane, [J/kg]

R Gas constant, [J/kg/K]

T Gas temperature, [K]

Tc Coolant temperature, [K]

Tin Intake temperature, [K]

Tiw Cylinder wall inner temperature, [K]

Tw Cylinder wall surface temperature, [K]

θ50 Crank angle of 50% burnt, [rad]

θIV C Crank angle of inlet valve closing, [rad]

θTDC Crank angle at top dead center, [rad]

Vd Displacement volume, [m3]

conductive heat flow through the wall. This flow is given

by q̇b = (Tw − Tc)kcAc/Lc where kc is the conduction

coefficient and Lc is the wall thickness. Assuming that the

steady-state temperature condition Tiw = (Tw +Tc)/2 holds

the temperature equations may be written as

Ṫ = AhtT + BhtTc, (1)

where

Aht =

[

−hcAc

mCv

hcAc

mCv

2 hcAc

mcCp
−2hcAc+kcAc/Lc

mcCp

]

,

Bht =

[

0

2 kcAc

LcmcCp

]

, T =

[

T
Tw

]
(2)

If Tc is assumed to be slowly varying, the temperature at

time ti can be computed using a zero-order-hold approach

T (ti) = ΦiT (0) + ΓiTc, (3)

where [8]

Φi = eAhtti , Γi =

∫ ti

0

eAht(ti−τ)Bhtdτ (4)

Eq. (3) was used to update the gas temperature and the

wall temperature after mixing, after combustion, and after

expansion. Since the integration time ti needs to be adapted

to each instant and also some of the parameters depend

on operating conditions, three sets of matrices {Φi,Γi},

i = 1, 3, 5 were used, where i = 1 corresponded to mixing,

i = 3 corresponded to combustion, and i = 5 corresponded

to expansion.

B. Temperature Trace

In this section the evolution of the gas temperature, the

pressure, and the wall temperature during an engine stroke is

presented. Indices in parentheses denote cycle number while

subscripts denote stages within the cycle. For example, T1(k)
denotes the gas temperature after mixing in cycle k. The

subscript ’+’ is added to the temperatures after Equation (3)

has been applied to model heat transfer, e.g. T1+(k).
1) Intake/Mixing: The gas temperature at the start of cycle

k, T1(k), was modeled as the weighted average of the intake

temperature and the temperature of the residuals, cf. [4];

T1(k) =
Cv,inTin(k) + Cv,EGRχαT5+(k − 1)

Cv,in + αCv,EGR
, (5)

where Cv,in and Cv,EGR are the specific heats of the fresh

reactants and the residual gases respectively and α is the

molar ratio between residuals and inducted gases. The final

gas temperature of cycle k − 1 is denoted T5+(k − 1), and

χ is a measure of how much the residual temperature has

decreased. The initial wall temperature of cycle k was set

equal to the final wall temperature of cycle k − 1;

Tw1(k) = Tw5+(k − 1) (6)

Eq. (3) with i = 1 was applied to yield new temperatures

T1+(k) and Tw1+(k);
[

T1+(k)
Tw1+(k)

]

= Φ1

[

T1(k)
Tw1(k)

]

+ Γ1Tc (7)

2) Compression: Isentropic compression was assumed so

that the gas temperature and pressure after compression,

T2(k) and P2(k), were given by

T2(k) = T1+(k)

(

V1(k)

V2(k)

)γ−1

, P2(k) = Pin

(

V1(k)

V2(k)

)γ

(8)

where Pin is the intake pressure, γ is the specific heat ratio,

V1(k) is the cylinder volume at inlet valve closing, and

V2(k) is the cylinder volume when combustion is initiated.

The volumes were calculated from the crank angle using

geometric data on the engine [9].

3) Combustion: The crank angle of auto-ignition, θign(k),
was modeled using an Arrhenius-type integral independent

of species concentration [10], so that the condition

∫ θign(k)

θIV C(k)

fk(θ)dθ = 1 (9)

was fulfilled with

fk(θ) = AaPn
inVk(θ)γn exp

(

−
EaVk(θ)1−γ

RT1+(k)

)

. (10)

The parameter Aa is a scaling factor, Ea is the activation

energy for the reaction, n is the reaction sensitivity to

pressure, R is the gas constant, and Vk(θ) = V1(k)/V (θ). To

simplify this expression an approach similar to that in [4] was

taken. The integrand was approximated with its maximum

value, which is attained at Top Dead Center (TDC). The

corresponding crank angle degree (CAD) was denoted θTDC ,
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so that fk(θ) = fk(θTDC). The lower integration limit was

then shifted from θIV C to θTDC and the resulting integral

equation was solved for θign(k);

θign(k) = ∆θA +
1

fk(θTDC)
(11)

where ∆θA is an offset in CAD.

The temperature after combustion was calculated as

T3(k) = T2(k) +
QLHV

(1 + α)(φ−1(ma/mf )s + 1)Cv
(12)

where QLHV is the lower heating value of isooctane, φ is the

equivalence ratio, and (ma/mf )s is the stoichiometric air-to-

fuel ratio. The denominator approximates the ratio between

the total in-cylinder mass and the fuel mass [6]. Eq. (3)

was then applied with i = 3 and Tw3(k) = Tw1+(k) to

find new temperatures T3+(k), Tw3+(k). The pressure after

combustion is

P3(k) =
T3+(k)

T2(k)
P2(k) (13)

4) Expansion: The gas temperature and pressure after

expansion was calculated assuming adiabatic expansion.

T4(k) = T3+(k)

(

V2(k)

V4(k)

)γ−1

, P4(k) = P3(k)

(

V2(k)

V4(k)

)γ

(14)

As the exhaust valve opens, the pressure drops to the

surrounding pressure and there is a further decrease in

temperature,

T5(k) = T4(k)

(

Pin

P4(k)

)(γ−1)/γ

(15)

Finally, Eq. (3) was applied with i = 5 and Tw5(k) =
Tw3+(k) to obtain the final gas temperature T5+(k) and the

final wall temperature Tw5+(k).

C. Model States and Output Equations

The states are the final gas temperature, T5+(k), and the

final wall temperature, Tw5+(k). Other choices are possible

but at least two variables are needed to fully describe the

state. Further, it is possible to use other control variables,

such as the amount of residuals or the equivalence ratio with-

out altering the model. Assuming that combustion proceeds

as a function of crank angle the following holds, where ∆θ
is an offset in CAD;

θ50(k) = θign(k) + ∆θ (16)

IMEPn was calculated from the gas temperatures [9];

IMEPn(k) =
mCv

Vd
(T1+(k) − T2(k) + T3+(k) − T4(k))

(17)

where Vd is the displacement volume.

III. MODEL CALIBRATION

The model was calibrated using measurement data from a

single-cylinder engine equipped with a piston glass allowing

measurements of the wall temperature to be made using

thermographic phosphor [11]. The calibration was done using

optimization techniques, as outlined in [6]. Only parameters

connected to the heat transfer equations and the auto-ignition

were optimized. A stationary operating point was used for the

calibration and the model was validated dynamically during

a step in the equivalence ratio. Fig. 2 shows the model

outputs and the wall temperature during a positive step in

the equivalence ratio φ. The model captured the qualitative

and quantitative behaviour of all three variables.
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Fig. 2. IMEPn, θ50, and Tw measured and model output during a step in
equivalence ratio. Figure reproduced from [6].

IV. CONTROL DESIGN

This section briefly reviews the fundamentals of Model

Predictive Control (MPC) and outlines the control design.

A. Model Predictive Control

Model predictive control [12] was shown to be a suitable

control strategy for HCCI [13] due to its MIMO-capabilities

and its ability to handle explicit constraints on control signals

and outputs. The following review is based on [12].

Consider the cost function

J(k) =

Hp+Hw−1
∑

i=Hw

Y(i|k) +

Hu−1
∑

i=0

U(i|k) (18)

where

Y(i|k) = ||ŷ(k + i|k) − r(k + i|k)||2Q,

U(i|k) = ||∆û(k + i|k)||2R
(19)

and ŷ(k + i|k) is the predicted output at time k + i given a

measurement at time k, ∆û(k+1|k) is the predicted change

in control signal, and r(k + i|k) is the set point at time

k + i. The parameters Hw, Hp, and Hu define the length

and offset of the prediction horizon and the length of the

control horizon. At each sample, the cost function in (18)
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is minimized by determining a sequence of changes to the

control signal ∆u(k + i|k), i = 0 . . . Hu, subject to the

constraints

ymin ≤ y(k) ≤ ymax (20)

umin ≤ u(k) ≤ umax (21)

∆umin ≤ ∆u(k) ≤ ∆umax (22)

for all k. The first step of the optimal sequence is then applied

to the plant and the optimization is repeated in the next step

yielding a new optimal sequence [12].

B. Control Design

To design controllers based on the model, one could

linearize the equations around a set-point or a trajectory.

However, as the states are not directly measurable, state

estimation via the output equations would be needed. In the

following section a change of coordinates is presented that

allows IMEPn and θ50 to be used as states.

1) Change of Coordinates: Due to the simplified auto-

ignition model it is possible to uniquely determine the

states from the current output measurement. Solving (11)

for T1+(k) using (10) and (16) yields

T1+(k) =
EaVk(θTDC)1−γ

R ln (AaPn
inVk(θTDC)γnθm(k))

(23)

where θm(k) = θ50(k)−∆θA−∆θ. The corresponding wall

temperature can then be calculated using (3), (8), (12), (14),

and (17);

Tw1+(k) =
IMEPn(k) − (mCv/Vd) (c1T1+(k) + c2c3)

c3(mCv/Vd)Φ3[1,2]
,

(24)

where

c1 = 1 −

(

V1

V2

)γ−1

+ c3Φ3[1,1]

(

V1

V2

)γ−1

(25)

c2 =
Φ3[1,1]QLHV

(1 + α)
(

φ−1
(

ma

mf

)

s
+ 1

)

Cv

+ Γ3[1,1]Tc (26)

c3 = 1 −

(

V2(k)

V4(k)

)γ−1

(27)

By going through the cycle the final temperatures are ob-

tained and can be propagated to cycle k + 1.

2) Linear Model: Due to the complexity introduced by

the cross-coupling in the heat transfer instants, the resulting

equations are not easily tractable by hand. However, using

software capable of performing symbolic calculation a linear

model on the following form was obtained;

y(k + 1) = Ay(k) + Bu(k) (28)

where

y(k) =

[

IMEPn(k)
θ50(k)

]

, u(k) =

[

θIV C(k)
Tin(k)

]

(29)

and

A =
∂y(k + 1)

∂y(k)
(y0, u0), B =

∂y(k + 1)

∂u(k)
(y0, u0) (30)

where (y0, u0) is a stationary operating point [8].

Fig. 3 shows the simulated response from the nonlinear

model and that of the linearized model. The fit between the

two is rapidly deteriorating with increasing distance to the

linearization point. Inspired by this observation a suitable

approach may be to use a piece-wise linear (sometimes

referred to as linear parameter-varying) approximation of the

nonlinear model containing multiple linearizations, replacing

(28) with

y(k + 1) = Ajy(k) + Bju(k), j = g(y(k)) (31)

where g(y(k)) maps the current output measurement to

the corresponding linearization. Using three linearizations,

and switching based on the θ50 measurement, the L2-error

in IMEPn and θ50 was decreased by 26 % and 10 %

respectively during the trajectory shown in Fig. 3. Control

simulations based on this model will be evaluated in Sec. V.

0 200 400 600 800 1000 1200
1.5

2

2.5

3

3.5
x 10

4

IM
E

P
n
 [

P
a

]

 

 

Nonlinear Linearized

0 200 400 600 800 1000 1200

2

4

6

8

10

θ
5

0
 [

D
e

g
]

0 200 400 600 800 1000 1200

206

208

210

Θ
IV

C
 [

D
e

g
]

0 200 400 600 800 1000 1200

414

416

418

Cycle index [−]

T
in

 [
K

]

Fig. 3. IMEPn and θ50 from the nonlinear model and the linearization in
response to the control signals θIV C and Tin.

3) Tuning: The linear model (28) was used to generate

predictions in the MPC strategy. To ensure error-free tracking

explicit integrator states were added to the linear model

[14]. Constraints were added to the outputs mainly to limit

deviations in combustion phasing, while the constraints on

the control signals were introduced based mainly on the

limitations of the actuators but also to avoid exciting un-

modeled effects related to e.g. the gas exchange process.

Suitable values for the prediction and control horizons were

determined from simulation.

V. CONTROLLER EVALUATION

This section presents the evaluation of the nominal con-

troller and discusses two possible extensions.

A. Nominal Controller Performance

The simulated response using the nominal controller dur-

ing a series of step changes in the reference values is shown

in Fig. 4. The controller followed the reference trajectory for

both outputs. There were some transients in θ50 during the

step changes in IMEPn. These could be partly diminished

by further tuning of the controller. However, as shown in the
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next section, using a controller based on the the piece-wise

linear approximation suggested in Sec. IV-B.2 reduces the

transients substantially.
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Fig. 4. Simulated IMEPn, θ50, and control signals θIV C and Tin for the
nominal model predictive controller.

Another issue which needs to be addressed is the heating

of intake air, which can not be done arbitrarily fast. The

heater was modeled as a first order system, so that

Tin(k + 1) = e−1/Tf Tin(k) +
(

1 − e−1/Tf

)

T r
in(k) (32)

where Tf is the time constant and T r
in is the reference

value for Tin. Fig. 5 shows the measured response to a

step in desired intake temperature and the response of the

first-order approximation in (32). It should be noted that

the time constant of the heater dynamics depends on the

tuning of the control loop governing the intake temperature.

The simulated performance of the nominal controller was
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Fig. 5. Measured and simulated response to a step change in the desired
intake temperature. Measurement data by courtesy of M. Karlsson.

drastically decreased when the heater-model was introduced.

This is partly due to that future control moves will be based

on an incorrect value of Tin when the heater dynamics are

not accounted for. In Sec. V-C a solution to this issue, that

makes use of direct measurements of Tin(k) to calculate the

coming control moves, is proposed.

B. Piece-wise Linear Approximation

As noted in Sec. IV-B.2, the fit of the linear approx-

imation is deteriorating with increasing distance from the

linearization point. Fig. 6 shows the simulated response to

the nominal model predictive controller and to a switched

controller based on a piece-wise linear approximation us-

ing three regions. The weights and prediction parameters

were the same for both controllers. The switched controller

utilized a more accurate dynamic model and yielded better

performance. The transients in θ50 during the steps in IMEPn

were reduced and the overall response was faster.
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Fig. 6. Simulated IMEPn, θ50, and control signals θIV C and Tin for the
nominal model predictive controller and the switched controller.

C. Extension to include Actuator Dynamics

One way of addressing the problem with dynamics in the

intake temperature actuator is to include the heater model in

the control design. Combining (32) and (28) yields a third-

order system.

[

y(k + 1)
Tin(k + 1)

]

= Ae

[

y(k)
Tin(k)

]

+ Be

[

θIV C(k)
T r

in(k)

]

(33)

where

Ae =

[

A B[:,2]

0 e−1/Tf

]

, Be =

[

B[:,1] 0
0 1 − e−1/Tf

]

(34)

A controller was designed based on the extended model

and compared to one based on the nominal model. As

measurement of Tin is possible, the control moves were

based on the actual intake temperature. In order to obtain

reasonable tracking of combustion phasing using the nominal

model, the penalty on IMEPn was reduced and that on

the intake temperature control signal was increased. The

controller based on the extended model controlled both

outputs relatively fast in simulation, as shown in Fig. 7.

D. Experimental Validation

The extended controller, based on Eq. (33), was used

to control a real engine, described in [2]. Fig. 8 shows

experimental results during step changes in the set-point for

θ50. A different engine was used for the experiments, but

aside from re-calibration of the model only little time was

spent tuning the controller. The controller followed the set-

point changes with a slight overshoot.
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Fig. 7. Simulated IMEPn, θ50, and control signals θIV C and Tin for the
nominal model predictive controller and the controller based on the extended
model.
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Fig. 8. Experimental IMEPn, θ50, and control signals θIV C and Tin for
the extended controller on the real engine.

VI. DISCUSSION

The piece-wise linear approximation of the model yielded

good results in simulation which suggests that the approach

should be pursued further and given theoretical treatment

as it simplifies the control design compared to using non-

linear methods directly. Introducing a simple model of the

intake heater dynamics enabled simulation of a more realistic

engine model for the control design. It also introduced

measurements of the actual intake temperature in the ex-

tended controller. The experimental results show qualitative

agreement with the simulations. A slight overshoot in θ50

was noted and Fig. 8 shows that the variance was larger

with later combustion phasing. Future investigation of these

effects involves more experimental work and implementation

of the piece-wise linear controller.

VII. CONCLUSION

A cycle-resolved, physical model of HCCI was used to

design model predictive controllers augmented with inte-

grating states. The inclusion of cylinder wall temperature

dynamics in the model provided a physically well-founded

link between engine cycles when only small amounts of

residuals were captured in the cylinder. A change of coordi-

nates was introduced, enabling the measured outputs to be

used as states. A linearized version of the two-input, two-

output HCCI model was used to generate predictions in the

MPC strategy. The performance of the resulting controller

was evaluated in simulation and possible extensions were

discussed. An extended version of the controller was exper-

imentally validated on a real engine.
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