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Abstract— This paper considers discrete-time periodic linear
systems and their Floquet transformations, by which the peri-
odic systems can be equivalently transformed to time-invariant
ones. When the system matrix is nonsingular, it is very easy
to derive the discrete-time Floquet transformation, however,
when the system matrix is singular, the derivation is essentially
different from the continuous-time case. A necessary and
sufficient condition for Floquet transformation to exist has been
already known and this paper aims to give a simpler proof, by
which all the similarity classes of Floquet transformations could
be made clear. And also an extension of Floquet transformations
to non-autonomous systems is shown.

I. INTRODUCTION

Recently there has been considerable interest in the study

of modeling and control for multi-cylinder engine systems

[2][8][9][11], where four strokes, i.e., intake, compression,

expansion, and exhaust, repeat sequentially in every cylinder.

In order to establish model-based control designs for the

automotive engine, a model representation of V6 Spark

Ignition SICE benchmark engine is proposed in [7], where by

introducing a concept of ”role” state variables, the original

discrete-time periodic nonlinear state space mode can be

equivalently transformed to a time-invariant one.

A lot of model-based control method for continuous-

time periodic systems have been proposed, e.g., [10] [13]

and references therein. Among them, the theory of Floquet

[1][3][14] is very interesting, that is, given a continuous-

time periodic linear autonomous system ẋ(t) = A(t)x(t)
with A(t + T ) = A(t), there exists a nonsingular matrix

P (t) with P (t + T ) = P (t) and Ṗ (t) being bounded such

that the state transformation ξ(t) = P (t)x(t) causes a linear

time-invariant system ξ̇(t) = Ãξ(t).

The introduction of role state variables in [7] is just a

Floquet transformation for the discrete-time periodic nonlin-

ear system, which has been derived easily because of the

characteristics of automotive engine.

Notice that every continuous-time periodic linear system

can be equivalently transformed to a time-invariant one, how-

ever, that is not the case with discrete-time periodic systems.

In a discrete-time periodic linear system xk+1 = Akxk with

some Ak’s being singular, the arguments must be essentially

different from the continuous-time case. A discrete-time

version of the theory of Floquet has already been considered
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in [12], which gives a necessary and sufficient condition for

Floquet transformations to exist.

The main aim of this paper is to give a novel proof

for the result of [12] by showing a self-contained way of

constructing Floquet transformations.

Section II formulates the problems to be considered in this

paper. In Section III, a necessary and sufficient condition for

a square matrix to have N -th roots [4][6] is summarized

and also a sufficient condition for an real N -th root to exist

is given. Section IV is a main part of this paper, where a

novel proof for the result of [12] is given. The result for

the case of non-autonomous systems is derived in Section V.

The conclusion remarks are stated in Section VI.

In this paper, Z,R and C denote sets of all integers, all

real numbers and all complex numbers, respectively. Given

N(≥ 2) ∈ Z and for any k ∈ Z, mod(k/N) denotes ”k
modulo N” and floor(k/N) ”the greatest integer less than

or equal to k/N”, i.e., k = floor(k/N) × N + mod(k/N).
Jm(0) denotes an m × m Jordan block with eigenvalue 0,

i.e.,

Jm(0) :=

[
0(m−1)×1 Im−1

0 01×(m−1)

]

and for any square matrices J1 and J2,

J1 ⊕ J2 :=

[
J1 0
0 J2

]

.

II. PROBLEM STATEMENT

Consider a discrete-time periodic system with a period N

xk+1 = Akxk + Bkuk

yk = Ckxk
(1)

where k ∈ Z is time, xk ∈ R
n is state, uk ∈ R

m input,

and yk ∈ R
p output. The matrices Ak, Bk, Ck are real with

appropriate sizes, N is a positive integer greater than or equal

to 2, and it is assumed that

Ak = Amod(k,N), Bk = Bmod(k,N), Ck = Cmod(k,N). (2)

Suppose that there exist matrices A, B,C with appropri-

ate sizes and also there exist nonsingular matrices Pk ∈
R

n×n, Qk ∈ R
m×m, Rk ∈ R

p×p such that for any k ∈ Z,

Pk+1Ak = APk, Pk = Pmod(k/N) (3)

Pk+1Bk = BQk, Qk = Qmod(k/N) (4)

RkCk = CPk, Rk = Rmod(k/N). (5)

Then the following equivalent transformations

ξk = Pkxk, τk = Qkuk, ηk = Rkyk, (6)

Proceedings of the
47th IEEE Conference on Decision and Control
Cancun, Mexico, Dec. 9-11, 2008

ThC03.2

978-1-4244-3124-3/08/$25.00 ©2008 IEEE 5140



can transform the system (1) to a time-invariant system

ξk+1 = Aξk + Bτk

ηk = Cξk.
(7)

This paper aims to make clear a necessary and sufficient

condition for the system (1) to have A,Pk, Qk, Rk in (3)-

(5). In this paper, Pk’s and A in (3) are called Floquet

transformation. A necessary and sufficient condition for

the system (1) to have Floquet transformation, which is a

condition on rank of Aks’ products, has been derived in

[12], where the proof of the sufficiency part is given by

showing how to construct Pk’s and A from Ak’s; 1) extract

a structure of nilpotent part of each Ak by using rank data

of Aks’ products, 2) update Ak’s to be upper-triangular by

using ”periodic Schur decomposition”, 3) construct Pk’s and

a nonsingular part of A.

It is easy to see from (3) that

ΦN−1,0 =
(
P−1

0 AP0

)N
(8)

where ΦN−1,0 is defined as

ΦN−1,0 := AN−1 · · ·A1A0, (9)

which is a state transition matrix from x0 to xN in the system

(1). Note that (8) means ΦN−1,0 has an N -th root P−1
0 AP0.

III. N -TH ROOTS OF MATRIX

In this section, we will summarize some properties on N -

th roots of a square matrix. Associated with a matrix Φ ∈
R

n×n and a positive integer N (≥ 2), a matrix A ∈ C
n×n

satisfying

AN = Φ (10)

is called an N -th root of Φ [4] [6].

It is well known [3][4] that every nonsingular Φ has N -

th roots, one of which is calculated by using a Lagrange-

Hermite interpolation polynomial. However, when Φ is sin-

gular, it sometimes happens [4][6] that Φ has no N -th root.

The next theorem gives a necessary and sufficient con-

dition for Φ to have N -th roots, which corresponds to an

extension of the case of N = 2 in [6].

Theorem 1: Suppose P−1ΦP = ΛΦ ⊕ NΦ where P
is nonsingular, ΛΦ ∈ R

n̄×n̄ nonsingular, and NΦ ∈
R

(n−n̄)×(n−n̄) nilpotent. Then Φ has N -th roots if and only

if NΦ has the Jordan form J1 ⊕ · · · ⊕ JM ⊕ 0r×r where for

i = 1, · · · ,M , mi > N and

Ji = Jpi+1(0) ⊕ · · · ⊕ Jpi+1(0)
︸ ︷︷ ︸

ri

⊕Jpi
(0) ⊕ · · · ⊕ Jpi

(0)
︸ ︷︷ ︸

N−ri

∈ R
mi×mi (11)

with pi = floor(mi/N) and ri = mod(mi/N). 2

Note that if Φ is nonsingular, then n̄ = n in Theorem 1,

i.e., there exists no NΦ, therefore Theorem 1 includes the

fact that every nonsingular Φ has N -th roots.

It is straightforward to prove Theorem 1 by using the

following two lemmas, which are themselves easy to prove.

Lemma 1: Suppose that 2 ≤ N < mi, associated with

Jmi
(0), it follows that

Jmi
(0)N =

[
0(mi−N)×N Imi−N

0N×N 0N×(mi−N)

]

∈ R
mi×mi

has the Jordan form Ji given in (11). 2

Lemma 2: Suppose N ≥ 2. A nilpotent NΦ ∈ R
n×n has

N th-roots if and only if NΦ has the Jordan form structure

J1 ⊕· · ·⊕JM ⊕ 0r×r with Ji’s shown in (11). Furthermore,

an N -th root A of NΦ has the Jordan form JA = Jm1
(0)⊕

· · ·⊕JmM
(0)⊕JM+1 where JM+1 ∈ Rr×r is any nilpotent

matrix with every Jordan block’s size ≤ N . 2

Example 1: A nilpotent NΦ = J2(0)⊕J1(0) has a square

(N = 2) root A, i.e., A2 = NΦ. In fact, it is easy to see that

NΦ is just a Jordan form satisfying (11) with M = 1, r = 0,

m1 = 3, p1 = 1, r1 = 1, N − r1 = 1 and also A has the

Jordan form J3(0).
On the other hand, a nilpotent NΦ = J3(0)⊕J1(0)⊕J1(0)

has no square root because it does not have the same structure

as in Theorem 1. 2

Notice that every real nilpotent matrix has a real N -th root

as shown in Lemma 2. A necessary and sufficient condition

for a real matrix to have a real square (i.e., N = 2) root

is given in [6]. The following theorem shows a sufficient

condition for Φ to have a real N -th root.

Theorem 2: Suppose that Φ ∈ R
n×n has an N -th root

and let P−1ΦP = ΛΦ ⊕ NΦ where P is nonsingular, ΛΦ

nonsingular, and NΦ nilpotent. If ΛΦ is diagonalizable and

also either 1) or 2) holds, then Φ has a real N -th root.

1) N is odd.

2) N is even and every negative real eigenvalue of Φ has

even multiplicity. 2

[Proof] Without loss of generality, it is assumed that ΛΦ =
Λp ⊕Λn ⊕Λc where Λp = r1Ik1

⊕ · · · ⊕ rkIkk
with ri > 0

(i = 1, · · · , k), Λn = s1Iℓ1 ⊕ · · · ⊕ sℓIℓℓ
with si < 0 (i =

1, · · · , ℓ), and Λc = Ω1 ⊕ · · · ⊕ Ωm with

Ωi = ti

[
cos(θi) sin(θi)
− sin(θi) cos(θi)

]

ti > 0 and θi ∈ (−π, π] (i = 1, · · · , m).

If every negative real eigenvalue of Φ has even multiplic-

ity, it follows that ℓ̄i := ℓi/2 (i = 1, · · · , ℓ) is integer, which

means that Λn can be expressed as Λn = S1 ⊕· · ·⊕Sℓ with

Si = Γi ⊕ · · · ⊕ Γi
︸ ︷︷ ︸

ℓ̄i

, Γi = |si|

[
cos π sinπ
− sinπ cos π

]

.

From the above observations, it is straightforward to prove

that Φ has a real N -th root. (Q.E.D.)

IV. DISCRETE-TIME FLOQUET TRANSFORMATION

This section considers Floquet transformation (3), which

is rewritten as

Pk+1Ak = APk (12)

Pk = Pmod(k/N) (13)
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where Pk’s are nonsingular.

In order to make notations simpler, we will assume that

ΦN−1,0 in (9) has a real N -th root hereafter. Notice that

even if ΦN−1,0 has only complex N -th roots, all the results

in this section still hold by representing them in C
n instead

of R
n.

Theorem 3: Given Ak ∈ R
n×n in (2), there exists non-

singular Pk ∈ R
n×n and a matrix A ∈ R

n×n satisfying (12)

and (13) if and only if it holds that

rankAk−1Ak−2 · · ·Ah+1Ah = rankAk−h

for 0 ≤ h ≤ N − 1, and 1 ≤ k − h ≤ n
(14)

where A is any matrix similar to one of N -th roots of

ΦN−1,0. 2

The condition given in [12] is as follows.

rankAj+k−1 · · ·Aj+1Aj = σk independent of j
for 0 ≤ j ≤ N − 1, and 1 ≤ k ≤ n

(15)

We claim that (14) and (15) are equivalent. In fact, it is

trivial that (14) implies (15). Contrarily, (15) implies (14)

because of the observation that a matrix A in (14) can be

constructed by using the data {σk | 1 ≤ k ≤ n} in (15) and

eigenspace decomposition of the nonsingular part of ΦN−1,0.

Now we will prove Theorem 3 independently of [12].

The necessity part of Theorem 3 is trivial because of (12),

(13) and (8).

The sufficiency part of the theorem will be proven by

showing how to construct Pk’s in (12) and (13) in a way

of using a matrix A in (14) explicitly, which are Lemmas 3,

4 and 5 below.

Before expressing those lemmas, without loss of general-

ity, we assume that the matrix A in (14) is given by

A = ΛA ⊕ NA (16)

where ΛA ∈ R
n̄×n̄ is nonsingular and NA ∈ R

(n−n̄)×(n−n̄)

is nilpotent with a structure as follows.

NA = J1 ⊕ J2 ⊕ · · · ⊕ Jℓ ⊕ 0(n−n̄−m)×(n−n̄−m) (17)

where for i = 1, · · · , ℓ,

Ji = Jmi
(0) ⊕ Jmi

(0) · · · ⊕ Jmi
(0)

︸ ︷︷ ︸

ri

∈ R
rimi×rimi (18)

with m1 > m2 > · · · > mℓ ≥ 2 and m :=
∑ℓ

i=1 rimi.

Note that there exists the following relation between the

data {n̄,mi, ri | i = 1, · · · , ℓ} in (16)-(18) and {σk | k =
1, · · · , n} in (15).

σk = n̄ +
ℓ∑

i=1

ri max{mi − k, 0} (19)

Therefore, we can see that σk = n̄ for any k ≥ m1, σk =
n̄ + r1(m1 − k) for m2 ≤ k < m1, σk = n̄ + r1(m1 − k) +
r2(m2 − k) for m3 ≤ k < m2, and so on.

Lemma 3: Suppose that A is given as (16). Then the

following facts 1) and 2) are equivalent.

1) There exist nonsingular matrices Pk ∈ R
n×n (k ∈ Z)

satisfying (12) and (13).

2) There exist Pk,1 ∈ R
n̄×n and Pk,2 ∈ R

(n−n̄)×n (k ∈
Z) such that

Pk+1,1Ak = ΛAPk,1, Pk,1 = Pmod(k/N),1 (20)

Pk+1,2Ak = NAPk,2, Pk,2 = Pmod(k/N),2 (21)

where Pk,1’s and Pk,2’s are respectively of full row

rank.

2

[Proof] 1) ⇒ 2): Divide every Pk into two matrices Pk,1 ∈
R

n̄×n and Pk,2 ∈ R
(n−n̄)×n where Pk,1 consists of the first

n̄ rows of Pk, then it is trivial that 1) implies 2).

2) ⇒ 1): By using Pk,1 in (20) and Pk,2 in (21), make a

matrix Pk as

Pk =

[
Pk,1

Pk,2

]

∈ R
n×n,

then it is trivial that Pk satisfies (12) and (13).

What remains to prove is that Pk made above is nonsingu-

lar. Suppose that there exists a vector v = (v1, v2) ∈ R
1×n

with v1 ∈ R
1×n̄ and v2 ∈ R

1×(n−n̄) such that

vPk = v1Pk,1 + v2Pk,2 = 0. (22)

Then it is straightforward to verify from (20) and (21) that

for any h, k ∈ Z with h < k,

0 = vPkAk−1 · · ·Ah = v1Λ
k−h
A Ph,1 + v2N

k−h
A Ph,2.

Noticing that NA is nilpotent, in the case that k − h ≥ m1,

the above equation becomes 0 = v1Λ
k−h
A Ph,1, which implies

v1 = 0 because Λk−h
A Ph,1 is of full row rank. Thus (22)

gives v2Pk,2 = 0 and we get v2 = 0 because Pk,2 is of full

row rank. Consequently, (22) implies v = 0, so it has been

proven that Pk is nonsingular. (Q.E.D.)

Lemma 4: Suppose that A is similar to an N -th root of

ΦN−1,0 with A given as (16). Then there exist full row rank

matrices Pk,1 ∈ R
n̄×n (k ∈ Z) satisfying (20). 2

[Proof] Notice that there exists a nonsingular matrix Q ∈
R

n×n such that

(Q−1AQ)N = ΦN−1,0,

which means

QΦN−1,0 = ANQ = (ΛN
A ⊕ NN

A )Q. (23)

Define a matrix P0,1 ∈ R
n̄×n as the first n̄ rows of Q. Note

that P0,1 is of full row rank. Then it is easy from (23) to

derive

P0,1ΦN−1,0 = ΛN
A P0,1

that is,

P0,1 = Λ−N
A P0,1AN−1 · · ·A1A0, (24)

which means that not only P0,1AN−1 · · ·A1A0 but also

P0,1AN−1 · · ·Ak for any k ∈ {1, 2, · · · , N − 1} are of full

row rank.
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Now define Pk,1 ∈ R
n̄×n for k = 1, 2, · · · , N − 1 by

Pk,1 := Λ
−(N−k)
A P0,1AN−1 · · ·Ak, (25)

then Pk,1 is of full row rank and satisfies (20). In fact,

Pk+1,1Ak = Λ
−{N−(k+1)}
A P0,1AN−1 · · ·Ak+1Ak

= ΛAΛ
−(N−k)
A P0,1AN−1 · · ·Ak+1Ak

= ΛAPk,1.

Set Pk,1 := Pmod(k,N),1 for the other k ∈ Z, then all the

Pk,1’s are of full row rank and satisfy (20). (Q.E.D.)

Lemma 5: Suppose that A is similar to an N -th root of

ΦN−1,0 with A given as (16). Then if (14) holds, there exist

full row rank matrices Pk,2 ∈ R
(n−n̄)×n (k ∈ Z) satisfying

(21). 2

Lemma 5 can be proven by Lemmas 6, 7, and 8 below.

Lemma 6: If (14) holds, there exist p
(i)
k,j ∈ R

1×n (k =
0, 1, · · · , N − 1; i = 1, · · · , ℓ; j = 1, · · · , ri) such that

p
(i)
k,jAk−1Ak−2 · · ·Ak−mi+1 6= 0

p
(i)
k,jAk−1Ak−2 · · ·Ak−mi+1Ak−mi

= 0
(26)

and also, for any k = 0, · · · , N − 1, a set of vectors
{

p
(i)
k+mi−1,jAk+mi−2 · · ·Ak

∣
∣
∣ i = 1, · · · , ℓ; j = 1, · · · , ri

}

(27)

is linearly independent. 2

[Proof] When NA has the structure of (17) and (18), by using

(14), it is easy to see from (19) that

rankAk−1Ak−2 · · ·Ak−mi+1 = rankAmi−1

= n̄ + rankNmi−1
A = n̄ +

∑i
h=1 rh(mh − mi + 1)

rankAk−1Ak−2 · · ·Ak−mi+1Ak−mi
= rankAmi

= n̄ + rankNmi

A = n̄ +
∑i−1

h=1 rh(mh − mi),

which means, for any k = 0, 1, · · · , N−1 and i = 1, 2, · · · , ℓ,
∑i

h=1 rh = rankAk−1Ak−2 · · ·Ak−mi+1

−rankAk−1Ak−2 · · ·Ak−mi+1Ak−mi
.

Therefore, there exists a set of vectors {w
(i)
k,j ∈ R

1×n | j =
1, 2, · · · , (r1 + · · · + ri)} which is linearly independent and

satisfy

w
(i)
k,jAk−1Ak−2 · · ·Ak−mi+1 6= 0

w
(i)
k,jAk−1Ak−2 · · ·Ak−mi+1Ak−mi

= 0.
(28)

This holds for any i ∈ {1, 2, · · · , ℓ}.

From the above definition of w
(i)
k,j’s, it is straightforward

to see that we can chose the vectors w
(i)
k,j’s and w

(i+1)
k,j ’s such

that they have the following relations

w
(i+1)
k−(mi−mi+1),j

= w
(i)
k,j−ri+1

Ak−1Ak−2 · · ·Ak−(mi−mi+1)

which is equivalent to

w
(i+1)
k,j = w

(i)
k+mi−mi+1,j−ri+1

Ak+mi−mi+1−1 · · ·Ak+1Ak

(29)

where j ∈ {1, 2, · · · , (r1 + · · · + ri+1)}/{1, 2, · · · , ri+1}.

Define p
(i)
k,j := w

(i)
k,j for i = 1, · · · , ℓ and j = 1, · · · , ri, it

is easy to see that (26) holds.

Now in order to prove that the set of vectors (27) is linearly

independent, we will show that the set of vectors (27) is equal

to the set
{

w
(ℓ)
k+mℓ−1,jAk+mℓ−2 · · ·Ak

∣
∣
∣ j = 1, · · · , r1 + · · · + rℓ

}

.

which is linearly independent because of its definition.

In fact, it holds that for i = ℓ and j = 1, · · · , rℓ,

p
(ℓ)
k+mℓ−1,jAk+mℓ−2 · · ·Ak = w

(ℓ)
k+mℓ−1,jAk+mℓ−2 · · ·Ak

and also it is easy to verify by using (29) that for i =
1, 2, · · · , ℓ − 1 and j = 1, · · · , ri,

p
(i)
k+mi−1,jAk+mi−2 · · ·Ak = w

(i)
k+mi−1,jAk+mi−2 · · ·Ak

= w
(ℓ)
k+mℓ−1,j+rℓ+···+ri+1

Ak+mℓ−2 · · ·Ak.

(Q.E.D.)

Lemma 7: Suppose that (14) holds. By using the vector

p
(i)
k,j ∈ R

1×n obtained in Lemma 6, define matrices Pk,21 ∈
R

m×n (k = 0, 1, · · · , N − 1) as follows and set Pk,21 =
Pmod(k/N),21 for the other k ∈ Z.

Pk,21 =









P
(1)
k

P
(2)
k
...

P
(ℓ)
k









, P
(i)
k =









P
(i)
k,1

P
(i)
k,2
...

P
(i)
k,ri









∈ R
rimi×n (30)

and

P
(i)
k,j =












p
(i)
k,j

p
(i)
k+1,jAk

p
(i)
k+2,jAk+1Ak

...

p
(i)
k+mi−1,jAk+mi−2 · · ·Ak












∈ R
mi×n (31)

Then Pk,21’s are of full row rank and it holds that

Pk+1,21Ak = (J1 ⊕ · · · ⊕ Jℓ)Pk,21 (32)

2

[Proof] From (31) and (26), it is easy to derive

P
(i)
1,jA0 =














p
(i)
1,j

p
(i)
2,jA1

p
(i)
3,jA2A1

...

p
(i)
mi−1,jAmi−2 · · ·A2A1

p
(i)
mi,j

Ami−1 · · ·A2A1














A0

=













p
(i)
1,jA0

p
(I)
2,jA1A0

p
(i)
3,jA2A1A0

...

p
(i)
mi−1,jAmi−2 · · ·A2A1A0

0













= Jmi
(0)P

(1)
0,j .

47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008 ThC03.2

5143



That holds for i = 1, · · · , ℓ, so we obtain P1,21A0 = (J1 ⊕
· · ·⊕Jℓ)P0,21, which is (32) with k = 0. Similarly it can be

proven that (32) holds for the other k ∈ Z.

Now we will prove that Pk,21 defined by (30) and (31) is

of full row rank.

First, we will prove that each submatrix P
(i)
k of Pk,21 is

of full row rank.

Suppose vP
(i)
k = 0, denoting v = [v1 v2 · · · vri

] with

every vj ∈ R
1×mi , that is

vP
(i)
k = v1P

(i)
k,1 + v2P

(i)
k,2 + · · · + vri

P
(i)
k,ri

= 0. (33)

Then postmultiply Ak−1 · · ·Ak−mi+1 and it is easy to show

from (26) that all the rows of P
(i)
k,jAk−1 · · ·Ak−mi+1 except

the first row are zeros, therefore we get

ri∑

j=1

αjp
(i)
k,jAk−1 · · ·Ak−mi+1 = 0

where αj ∈ R is the first element of vj . Recall that the

vectors p
(i)
k,jAk−1 · · ·Ak−mi+1’s are linearly independent,

which was shown in Lemma 6, thus it follows that all the

αj’s are zeros. This implies that (33) becomes

vP
(i)
k = ṽ1P

(i)
k,1 + ṽ2P

(i)
k,2 + · · · + ṽri

P
(i)
k,ri

= 0 (34)

where ṽj = [0 vj1], vj1 ∈ R
1×(mi−1).

Postmultiply (34) by Ak−1 · · ·Ak−mi+2 and use the same

logic as shown above, we can show the first element of vj1

is zero.

Continue the above procedure, finally we obtain the fact

that vP
(i)
k = 0 implies v = 0, that is, P

(i)
k is of full row

rank.

Now, we will prove that Pk,21 ∈ R
m×n is of full row

rank.

Suppose sPk,21 = 0, denoting s = [s1 s2 · · · sℓ] with

si ∈ R
1×rimi , that is

sPk,21 = s1P
(1)
k + s2P

(2)
k + · · · + sℓP

(ℓ)
k = 0. (35)

Multiply this equation by Ak−1 · · ·Ak−m1+1 to get

sPk,21Ak−1 · · ·Ak−m1+1 = 0. (36)

Notice P
(i)
k Ak−1 · · ·Ak−m1+1 = 0 for i = 2, · · · , ℓ and then

(36) goes to s1P
(1)
k Ak−1 · · ·Ak−m1+1 = 0, which means

s1 = 0 from the same logic above. Therefore (35) becomes

sPk,21 = s2P
(2)
k + · · · + sℓP

(ℓ)
k = 0,

multiply this by Ak−1 · · ·Ak−m2+1, then by using the same

logic, it follows s2 = 0. This process finally gives si = 0
for i = 1, · · · , ℓ, that is, s = 0 which means that Pk,21 is of

full row rank. (Q.E.D.)

Lemma 8: Suppose that (14) holds. Then there exist

Pk,22 ∈ R
(n−n̄−m)×n (k ∈ Z) such that

Pk+1,22Ak = 0, Pk,22 = Pmod(k/N),22 (37)

and each matrix Pk,2 ∈ R
(n−n̄)×n defined by

Pk,2 :=

[
Pk,21

Pk,22

]

∈ R
(n−n̄)×n (38)

is of full row rank where Pk,21 are given in Lemma 7. 2

[Proof] Consider a subspace Wk ⊂ R
n defined by

Wk =
{

w ∈ R
1×n

∣
∣ wAk−1 = 0

}
.

Note that (14) includes rankAk−1 = rankA, and also recall

NA’s structure (17) and (18). Then it is easy to see dimWk =
n − n̄ − m + (r1 + · · · + rℓ).

Denote the last row vector of P
(i)
k,j (i = 1, · · · , ℓ; j =

1, · · · , ri) belongs toWk, which means that we have already

obtained r1 + · · · + rℓ linearly independent vectors in Wk.

Therefore we can find another (n − n̄ − m) linearly

independent vectors in Wk, of which Pk,22 ∈ R
(n−n̄−m)×n

can be composed. In fact, it is easy to see (37). And also it

is easy to verify that Pk,2 given in (38) is of full row rank

by using the same logic as used in the proof of Lemma 7.

(Q.E.D.)

The correspondence between the above lemmas and how

to construct the submatrices Pk,1, Pk,21, and Pk,22 of Pk in

Theorem 3 is expressed as follows.

Pk =





Pk,1

Pk,21

Pk,22





←−
←−
←−

Lemma 4
Lemmas 6 and 7
Lemma 8

Note that Pk,1 is given by finding a basis consisting of

eigenvectors associated with all of the nonzero eigenvalues

of ΦN−1,0. Also Pk,21 and Pk,22 are given by finding a basis

consisting of eigenvectors associated with zero eigenvalues

of Ak.

Now let us look at a numerical example.

Example 2: Consider xk+1 = Akxk where N = 3 and

A0 =









0 0 0 0 0
0 1 0 0 0
0 0 0 0 2
0 0 0 1 0
0 0 0 0 0









, A1 =









0 0 1 0 0
0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0









,

A2 =









0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 1 0 0 0
4 0 0 0 0









, Ak = Amod(k/3).

It is easy to see that Φ2,0 := A2A1A0 = 04×4⊕8 satisfies

the fact 2) of Theorem 1 and so it has cube root similar to

A = 2 ⊕ NA where NA is any nilpotent matrix which is

composed of Jordan blocks with their sizes ≤ 3.

Furthermore it is easy to verify that

rankA0 = rankA1 = rankA2 = 3

rankA1A0 = rankA2A1 = rankA0A2 = 2

rankA2A1A0 = rankA0A2A1 = rankA1A0A2 = 1

rankAk−1 · · ·Ah = 1 for ∀(k − h) ≥ 4.

From those observations, if the nilpotent NA of A is chosen

as NA = J3(0)⊕ J1(0), then Ak’s and A satisfy (14). Note

that n = 5, n̄ = 1, and ℓ = 1, r1 = 1,m1 = m = 3.
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Now let us construct Pk,1. First (24) in Lemma 4 gives

P0,1 =
[

0 0 0 0 1
]
∈ R

n̄×n

and (25) in Lemma 4 gives

P2,1 = Λ−1
A P0,1A2 =

[
2 0 0 0 0

]

P1,1 = Λ−2
A P0,1A2A1 =

[
0 0 1 0 0

]
.

Next let us construct Pk,21. It is easy to find p
(1)
k,1 ∈ R

1×n

(k = 0, 1, 2) in (26), Lemma 6 as follows.

p
(1)
0,1 =

[
α0 β0 a0 γ0 0

]
, p

(1)
1,1 =

[
α1 β1 0 a1 γ1

]

p
(1)
2,1 =

[
0 α2 β2 a2 γ2

]

where ak( 6= 0), αk, βk, γk ∈ R are free parameters (k =
0, 1, 2). Then we can calculate Pk,21 in (30), Lemma 7 as
follows.

P0,21 =

[
α0 β0 a0 γ0 0

0 β1 0 a1 0

0 a2 0 0 0

]

, P1,21 =

[
α1 β1 0 a1 γ1

β2 a2 0 0 0

a0 0 0 0 0

]

P2,21 =

[
0 α2 β2 a2 γ2

0 γ0 a0 0 0

0 a1 0 0 0

]

.

Pk,22’s in (37), Lemma 8 are easily obtained as follows.

P0,22 =
[

b0 δ0 0 0 0
]
, P1,22 =

[
δ1 0 0 0 b1

]

P0,22 =
[

0 δ2 0 0 b2

]

where bk( 6= 0), δk ∈ R are free parameters (k = 0, 1, 2).
Finally we can construct Pk’s by composing Pk,1,Pk,21,

and Pk,22 as follows.

P0 =







0 0 0 0 1

α0 β0 a0 γ0 0

0 β1 0 a1 0

0 a2 0 0 0

b0 δ0 0 0 0







, P1 =







0 0 1 0 0

α1 β1 0 a1 γ1

β2 a2 0 0 0

a0 0 0 0 0

δ1 0 0 0 b1







P2 =







2 0 0 0 0

0 α2 β2 a2 γ2

0 γ0 a0 0 0

0 a1 0 0 0

0 δ2 0 0 b2







, Pk = Pmod(k/3)

2

V. NON-AUTONOMOUS SYSTEM

In this section, associated with the discrete-time periodic

system (1), suppose that Floquet transformation Pk’s in (3)

with A are already known, then consider a problem of finding

Qk, Rk, B,C in (4) and (5).

The following theorem answers to this problem.

Theorem 4: Given Ak, Bk, Ck satisfying (2), suppose that

there exist A and nonsingular Pk satisfying (3). Then there

exist B,C and nonsingular Qk, Rk satisfying (4),(5) if and

only if it holds that for any k ∈ Z,

ImPk+1Bk = ImPkBk−1 (39)

KerCkP−1
k = KerCk−1P

−1
k−1. (40)

2

[Proof] The necessity part is trivial, because (4) and (5) mean

ImPk+1Bk = ImB and KerCkP−1
k = KerC, respectively.

The sufficiency part can be proven as follows.

It is easy to see from (39) that there exists an B ∈ R
n×m

with ImPk+1Bk = ImB for any k ∈ Z. Therefore you can

find nonsingular Qk ∈ R
m×m satisfying (4).

Similarly, (40) implies that there exists a C ∈ R
p×n with

KerCkP−1
k = KerC for any k ∈ Z, and then there exist

nonsingular Rk ∈ R
p×p satisfying (5). (Q.E.D.)

VI. CONCLUSIONS

It is well known as theory of Floquet that every

continuous-time periodic linear system can be equivalently

transformed in the sense of Liapnov to a time-invariant

one. For discrete-time periodic linear systems, the theorem

of Floquet transformation has been already shown in the

previous research [12].

This paper gave a new proof of discrete-time Floquet

transformation, which is suitable for listing up all the dif-

ferent similarity classes of Floquet transformations [5]. One

of interesting future researches is to make this list and to

find out a real Floquet transformation among them.

Floquet transformations for discrete-time periodic nonlin-

ear systems of automotive engines have been done success-

fully in [7], The other future research is to expand this result

to general nonlinear systems.

The authors gratefully acknowledge Dr. I. Hodaka of

Miyazaki University for his suggesting some references on

real N -th root matrices.
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