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Abstract— The problem of constructing model reference
adaptive H∞ control for flexible arms is considered in this
manuscript. Control schemes of flexible arms are mixed pa-
rameter systems composed of distributed parameter systems of
hyperbolic type (flexible arms) and lumped parameter systems
(motor control systems). Owing to infinite dimensional modes of
distributed parameter systems, control of those complex systems
is a difficult problem. A stabilizing control signal is added
to regulate the effect of infinite dimensional modes, and it is
derived as a solution of certain H∞ control problem where the
effect of infinite dimensional modes are considered as external
disturbances to the process.

I. INTRODUCTION

Model reference adaptive control (MRAC) problems have
been studied based on stability analysis via Lyapunov func-
tions [1], [2], and so much attention has not been paid on
control performance such as optimal property or transient
performance. Recently, stable controller designs for nonlin-
ear and adaptive control systems are investigated from the
view point of inverse optimality [3], [4]. In those research
works, the resulting control systems are shown to be op-
timal to certain meaningful cost functionals, and stability
of the overall systems is also assured. Those approaches
are extended to the design of inverse optimal H∞ adaptive
control systems, and various adaptive control systems are
derived from those strategies together with additional control
performances such as robustness to uncertain time-varying
elements of system parameters [5], [6].

In the present manuscript, those approaches are applied to
the problem of constructing model reference adaptive H∞
control for flexible arms based on the notion of inverse
optimality. Control schemes of flexible arms are mixed
parameter systems composed of distributed parameter sys-
tems (DPS) of hyperbolic type (flexible arms) and lumped
parameter systems (motor control systems) [7], [8]. Owing to
infinite dimensional modes of distributed parameter systems,
control of those complex systems is a difficult problem. The
proposed control strategy is composed of finite dimensional
compensators, and is derived as a solution of certain H∞
control problem where spill-overs are regarded as external
disturbance to the process. Among several research works in
the field of adaptive control for DPS [9]–[18], the proposed
methodology provides systematic procedures of constructing
finite dimensional adaptive controllers for several kinds of
DPS. Especially, the present paper shows one design tool
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of those approaches; that is, a design of finite dimensional
adaptive controllers for flexible arms.

II. PROBLEM STATEMENT

Let Ω be a bounded open domain in a finite dimensional
Euclidian space, and let L2(Ω) denote the Hilbert space of
all square integrable functions with the inner product

(u, v) =
∫

Ω

u(x)v∗(x)dx, (1)

where v∗ is a complex conjugate of v. We consider a uniform
flexible arm of finite length, one end of which (the origin)
is attached to the shaft of a control motor that rotates the
flexible arm in the horizontal plane. It is described as a
single-input, single-output distributed parameter system of
hyperbolic type in L2(Ω) as follows [7], [8]:

d2

dt2
u(t) + 2αA

d

dt
u(t) + Au(t) = b θ̈(t), (2)

y(t) = (c, u(t)) ≡ Cu(t), (3)

where u(t) (∈ L2(Ω)) is a state (the distributed bending
displacement of the arm) and y(t) (an output) is a scalar
function on t ∈ [0, ∞), and is a spatial average of the
bending displacement. A is an unbounded operator, and b
and c (∈ L2(Ω)) are an input influence function and a
sensor influence function, respectively. α is a small damping
constant (0 < α ≪ 1). Ω corresponds to the domain of the
flexible arm itself. θ(t) (a scalar function on t ∈ [0, ∞)) is
a rotation angle of the motor, and the motor-driving term is
represented by the following equations:

θ̄(t) = θ(t) − θd(t), (4)
d

dt
θ̄(t) = θ̇(t) − θ̇d(t), (5)

d2

dt2
θ(t) = f(t), (6)

where θd(t) (a differentiable scalar function on t ∈ [0, ∞))
is a reference rotation angle, which θ should follow, and f(t)
（a scalar function on t ∈ [0, ∞)) is a driving force of the
motor.

We assume that the operator A is a self-adjoint, positive
definite, and unbounded operator with compact resolvent
whose eigenvalues λi

0 < λ1 < λ2 < · · · < λi < · · · , ( lim
i→∞

λi = ∞), (7)

are simple. The domain D(A) is dense in L2(Ω). The
normalized eigenfunctions of A are denoted by φi such that

Aφi = λiφi, (i = 1, 2, · · ·). (8)
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The set φi (i = 1, 2, · · ·) forms a complete orthonormal
system in L2(Ω).

For the flexible arm (2), (3), only the output y(t), and
d
dty(t) are assumed to be measurable, but the state u(t)
and the systems parameters in A, b, c, and α are unknown.
Furthermore, for the motor-driving term, θ(t), θd(t) and time
derivatives of those, and f(t) is assumed to be available for
measurement.

The control problem of the paper is to determine a suitable
control input f(t) such that the output y(t) of the flexible arm
(spatial average of distributed bending displacement) and the
tracking error of the rotation angle of the motor θ̄(t) converge
to a small residual region, by utilizing finite dimensional
controllers.

Hereafter, by combining (2) and (6), the flexible arm is
represented by

d2

dt2
u(t) + 2αA

d

dt
u(t) + Au(t) = bf(t). (9)

Remark Although the problem statement in the paper,
seems to be close to the previous study [19], convergence
of θ̄(t) to a small residual region is also necessary in the
present situation. That is the important difference from [19].

III. MATHEMATICAL PRELIMINARY

The next assumption is introduced.
Assumption 1 α and λi satisfy the following conditions.

α2λ2
i − λi ̸= 0, (i ≥ 1), αλ1 <

1
2α

. (10)

Based on Assumption 1, g(A) is defined by

g(λ) ≡
(
α2λ2 − λ

)1/2
, (11)

g(A) ≡
∞∑

i=1

g(λi)(·, φi)φi. (12)

Since g(λi) ∼ αλi as i → ∞, it follows that g(A) is a un-
bounded operator and that D(g(A)) = D(A). Furthermore,
(10) shows that g(A)−1 is a bounded operator. By utilizing
g(A), the solution of (9) is given by the following lemma.

Lemma 1 [7] The next evolution equations in L2(Ω)
are considered,

d

dt
ξ(t) = A+ξ(t) + g(A)−1bf(t), (13)

d

dt
η(t) = A−η(t) − g(A)−1bf(t), (14)

A± ≡ −αA ± g(A). (15)

Then, the unique solution u(t) of (9) is described as follows:

u(t) =
ξ(t) + η(t)

2
, (16)

where initial conditions ξ(0), η(0) of (13), (14) are deter-
mined such that

ξ(0) = u(0) + g(A)−1

{
d

dt
u(0) + αAu(0)

}
, (17)

η(0) = u(0) − g(A)−1

{
d

dt
u(0) + αAu(0)

}
. (18)

The operator A± have eigenfunctions φi and corresponding
eigenvalues µ±

i as follows:
A±φi = µ±

i φi, (19)

µ+
i = −αλi + g(λi),

(
lim

i→∞
µ+

i = − 1
2α

)
, (20)

µ−
i = −αλi − g(λi),

(
lim

i→∞
µ+

i = −∞
)

. (21)

Then, ξ(t), η(t) and u(t) are rewritten into the following
eigenfunction expansion forms:

ξ(t) =
∞∑

i=1

ξi(t)φi, (22)

η(t) =
∞∑

i=1

ηi(t)φi, (23)

d

dt
ξi(t) = µ+

i ξi(t) + g(λi)−1bif(t), (24)

d

dt
ηi(t) = µ−

i ηi(t) − g(λi)−1bif(t), (25)

u(t) =
∞∑

i=1

ξi(t) + ηi(t)
2

φi, (26)

where ξi(t) = (ξ(t), φi), ηi(t) = (η(t), φi), bi = (b, φi).

IV. SYSTEM REPRESENTATION
OF FLEXIBLE ARMS

In the present section, an input-output representation of
the flexible arm (9), (3) is derived. First, let λ̃N (> 0) be a
given damping constant. We take an integer N such that

0 < λ̃N < −ℜ(µ±
N+1), 0 < λ̃N <

1
2α

. (27)

Then, it follows that
λ̃N < −ℜ(µ±

i ), (i ≥ N + 1). (28)

By utilizing N , we define orthogonal projection operators.

PN · =
N∑

i=1

( ·, φi)φi, (29)

QN · = (I − PN ) · =
∞∑

i=N+1

( ·, φi)φi. (30)

Then, u(t) and y(t) of (9), (3) are expressed by
u(t) = PNu(t) + QNu(t) ≡ uN (t) + ũN (t), (31)
y(t) = C{uN (t) + ũN (t)} ≡ yN (t) + ỹN (t), (32)

and those are expanded into the following forms.

uN (t) =
N∑

i=1

ξi(t) + ηi(t)
2

φi, (33)

yN (t) =
N∑

i=1

ξi(t) + ηi(t)
2

ci, (34)

ũN (t) =
∞∑

i=N+1

ξi(t) + ηi(t)
2

φi, (35)

ỹN (t) =
∞∑

i=N+1

ξi(t) + ηi(t)
2

ci, (36)
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where ci ≡ (c, φi) = Cφi. The controlled process (9),
(3) is divided into two subsystems [S1]:(uN (t), yN (t)) and
[S2]:(ũN (t), ỹN (t)), respectively. [S1] is a finite dimensional
(2N ) system, and is represented in the state space form.

[S1]
d

dt
ūN (t) = ĀN ūN (t) + b̄Nf(t) (37)

yN (t) = C̄N ūN (t), (38)
uN (t) = ūN (t)T φ̄N , (39)

where

ūN (t) = [ξ1(t), η1(t), · · · , ξN (t), ηN (t)]T (∈ C2N ),(40)
φ̄N = [φ1, φ1, · · · , φN , φN ]T , (41)
ĀN = diag (µ+

1 , µ−
1 , · · · , µ+

N , µ−
N ) (∈ C2N×2N ), (42)

b̄N = [g(λ1)−1b1, −g(λ1)−1b1, · · · ,
g(λN )−1bN , −g(λN )−1bN ]T (∈ C2N ), (43)

C̄N = [c1/2, c1/2, · · · , cN/2, cN/2] (∈ C1×2N ). (44)

For the subsystem [S1], we assume that

Assumption 2 The finite dimensional subsystem [S1]
(C̄N , ĀN , b̄N ) is completely controllable and observable,
that is,

ci ̸= 0, bi ̸= 0, (1 ≤ i ≤ N). (45)

Then, on Assumption 2, we can construct a finite dimen-
sional observer for [S1], which is denoted by [S

′

1].
[S

′

1]
d

dt
ˆ̄uN (t) = ĀNK ˆ̄uN (t) + b̄Nf(t) + K̄NyN (t), (46)

where ĀNK (∈ C2N×2N ) is a stable matrix defined by

ĀNK = ĀN − K̄N C̄N , (47)

and K̄N (∈ C2N×1) is an observer gain matrix selected
properly such that the following relations hold for λf > 0.

∥ exp(ĀNKt)∥C2N ≤ const. exp(−λf t), (48)
∥ūN (t) − ˆ̄uN (t)∥C2N ∼ exp(−λf t) → 0. (49)

Remark Assumption 2 states that only [S1] should be
controllable and observable, and that [S2] need not to be. The
effect of [S2] is included in the residual term δ(t) (62) and
is evaluated by Lemma 2, which will be shown hereafter.

Remark Decomposition of DPS into finite dimensional
parts and infinite dimensional ones, has been discussed in
many previous related works (for example, see [20]). In those
works, finite dimensional parts describe primal structures of
overall systems. However, in the present paper, [S1] need not
to possess primal property of the process, that is, [S1] need
not to be a good approximation of the overall system. Hence,
N need not to be a large integer.

Now, we introduce a Hurwitz polynomial h(s) = s2 +
a1s + a2, and get the input-output representation.

d2

dt2
y(t) + a1

d

dt
y(t) + a2y(t)

= (C̄N Ā2
NK + C̄NK̄N C̄N ĀNK + a1C̄N ĀNK)ˆ̄uN (t)

+{C̄N ĀNK̄N + (C̄NK̄N )2 + a1C̄NK̄N + a2}yN (t)

+
∞∑

i=N+1

ci

2
{h(µ+

i )ξi(t) + h(µ−
i )ηi(t)}

+ψ0f(t) + ϵ(t), (50)

where

ψ0 ≡ Cb =
∫

Ω

c(x)b(x)dx =
∞∑

i=1

cibi. (51)

Hereafter, all exponentially decaying terms are denoted by
ϵ(t). Here we introduce ff (t).

d

dt
ff (t) = −a0ff (t) + f(t), (52)

where a0 is a positive constant. By utilizing ff (t), ˆ̄uN (t) is
rewritten into the form

ˆ̄uN (t) = exp ĀNKt · {ˆ̄uN (0) − b̄Nff (0)} + b̄Nff (t)

+(ĀNK + a0I)
∫ t

0

{exp ĀNK(t − τ)} · b̄Nff (τ)τ

+
∫ t

0

{exp ĀNK(t − τ)} · K̄N{y(τ) − ỹN (τ)}dτ,

(53)

where partial integration is applied. The substitution of (53)
and yN (t) = y(t) − ỹN (t) into (50) yields

d2

dt2
y(t) + a1

d

dt
y(t) + a2y(t)

= (C̄N Ā2
NK + C̄NK̄N C̄N ĀNK + a1C̄N ĀNK) ·

·
{

(ĀNK + a0I)
∫ t

0

{exp ĀNK(t − τ)} · b̄Nff (τ)τ

+
∫ t

0

{exp ĀNK(t − τ)} · K̄Ny(τ)dτ + b̄Nff (t)
}

+{C̄N ĀNK̄N + (C̄NK̄N )2 + a1C̄NK̄N + a2}y(t)
−(C̄N Ā2

NK + C̄NK̄N C̄N ĀNK + a1C̄N ĀNK) ·

·
∫ t

0

{exp ĀNK(t − τ)} · K̄N ỹN (τ)dτ

−{C̄N ĀNK̄N + (C̄NK̄N )2 + a1C̄NK̄N + a2}ỹN (t)

+
∞∑

i=N+1

ci

2
{h(µ+

i )ξi(t) + h(µ−
i )ηi(t)}

+ψ0f(t) + ϵ(t). (54)

Here we define finite dimensional state variable filters (2N
dimension) such as

d

dt
v̄1(t) = F̄N v̄1(t) + ḡ0ff (t), (55)

d

dt
v̄2(t) = F̄N v̄2(t) + ḡ0y(t), (56)

where (F̄N , ḡ0) (F̄N ∈ R2N×2N , ḡ0 ∈ R2N ) is control-
lable, and F̄N is chosen such that the next relation holds.

det(sI − F̄N ) = det(sI − ĀNK). (57)
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Since (C̄N , ĀN ) is observable, there exists K̄N satisfying
(57) for an arbitrary stable matrix F̄N (∈ R2N×2N ). Then,
since (F̄N , ḡ0) is controllable, there exists θ1, θ2 (∈ R2N )
satisfying the following relation [1], [2].

(C̄N Ā2
NK + C̄NK̄N C̄N ĀNK + a1C̄N ĀNK) ·

·
{

(ĀNK + a0I)
∫ t

0

{exp ĀNK(t − τ)} · b̄Nff (τ)τ

+
∫ t

0

{exp ĀNK(t − τ)} · K̄Ny(τ)dτ

}
= ψT

1 v̄1(t) + ψT
2 v̄2(t) + ϵ(t). (58)

The substitution of (58) into (54) yields

d2

dt2
y(t) + a1

d

dt
y(t) + a2y(t)

= ψT
1 v̄1(t) + ψT

2 v̄2(t) + ψ3ff (t) + ψ4y(t)
+ψ0f(t) + δ(t) + ϵ(t), (59)

ψ3 = (C̄N Ā2
NK + C̄NK̄N C̄N ĀNK + a1C̄N ĀNK)b̄N ,(60)

ψ4 = {C̄N ĀNK̄N + (C̄NK̄N )2 + a1C̄NK̄N + a2}, (61)
δ(t) = −(C̄N Ā2

NK + C̄NK̄N C̄N ĀNK + a1C̄N ĀNK) ·

·
∫ t

0

{exp ĀNK(t − τ)} · K̄N ỹN (τ)dτ

−{C̄N ĀNK̄N + (C̄NK̄N )2 + a1C̄NK̄N + a2}ỹN (t)

+
∞∑

i=N+1

ci

2
{h(µ+

i )ξi(t) + h(µ−
i )ηi(t)}. (62)

Therefore, the input-output representation of the process is
given by (59), and is composed of two terms, ψT

1 v̄1(t) +
ψT

2 v̄2(t) + ψ3ff (t) + ψ4y(t) + ψ0f(t) and δ(t). The former
half is constructed by finite dimensional systems, and is con-
sidered a primal part for controller design. On the contrary,
the latter δ(t) is owing to the infinite dimensional system
[S2], and corresponds to a spillover term. It is seen as a
residual part for design of control systems.

In the rest of the present section, the residual part δ(t)
is to be evaluated. For that purpose, we introduce next state
variable filters whose dimensions are 1.

d

dt
w1(t) = −λ̃Nw1(t) + |ff (t)|, (63)

d

dt
w2(t) = −λfw2(t) + w1(t). (64)

We assume that the sensor influence function c (output
function) and the input influence function b are smooth in
the following meaning.

Assumption 3 The following inequalities hold.
∞∑

i=1

|λk
i cibi| < ∞,

∞∑
i=1

λ2k
i c2

i < ∞, (k = 1, 2). (65)

Then, δ(t) of (59) is evaluated by Lemma 2.

Lemma 2 On Assumption 3, δ(t) is evaluated as follows:

|δ(t)| ≤ gδ(t)T dδ + |ϵ(t)|, (66)

gδ =
[
|ff (t)|, w1(t), w2(t)

]T
, (67)

dδ =
[

M1, M2, M3

]T
, (68)

0 < M1 ∼ M3 < ∞,

ϵ(t) ∼ e−λ̃N t, e−λf t, e−a0t → 0.

V. ADAPTIVE H∞ CONTROL

In the present section, the proposed adaptive H∞ control
systems are constructed by considering the system rep-
resentations in the previous section, and by using finite
dimensional controllers.

First, h(s) is chosen such that
h(s) = (s + λ0)2, (λ0 > 0), (69)

and Y (t) and Θ̄(t) are introduced.

Y (t) =
d

dt
y(t) + λ0y(t), (70)

Θ̄(t) =
d

dt
θ̄(t) + λ0θ̄(t). (71)

Furthermore, an augmented output z(t) is defined as follows:

z(t) = CY Y (t) + CΘ̄Θ̄(t), (72)

where CY and CΘ̄ are design parameters. By utilizing the
system representation (59), the next relation is derived.

d

dt
z(t) + λ0z(t)

= ΨT ω(t) + ψ̄0f(t) + CY {δ(t) + ϵ(t)} + r(t)
= ψ̄0[p{ΨT ω(t) + r(t)} + f(t)]

+CY {δ(t) + ϵ(t)}, (73)
Ψ = [CY ψT

1 , CY ψT
2 , CY ψ3, CY ψ4]T , (74)

ω(t) = [v̄1(t)T , v̄2(t)T , ff (t), y(t)]T , (75)

r(t) = CΘ̄{−θ̈d(t) + 2λ0
˙̄θ(t) + λ2

0θ̄(t)}, (76)
ψ̄0 = CY ψ0 + CΘ̄, (77)
p = 1/ψ̄0. (78)

The next assumptions are introduced.
Assumption 4

ψ0 ̸= 0, ψ̄0 ̸= 0, (79)

and sgn(ψ̄0) is known. In the following, it is assumed that
ψ̄0 > 0 without loss of generality.

Assumption 5 There exist Mf0 and Mf1 such that

|ff (t)| ≤ Mf0 + Mf1 sup
0≤τ≤t

{
|z(τ)|,

∣∣∣∣ d

dτ
z(τ)

∣∣∣∣} , (80)

(0 ≤ Mf0 < ∞, 0 < Mf1 < ∞).

Remark Assumption 4 states that the relative degree of
the total process is 2, and Assumption 5 asserts that the total
process has a stable inverse.

For unknown systems parameters Ψ, ψ̄0, p, we assume
that

Assumption 6 Positive constants MΨ, ψ̄0 max, ψ̄0 min

pmax, pmin satisfying
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∥Ψ∥ ≤ MΨ < ∞, (81)
0 < ψ̄0 min ≤ ψ̄0 ≤ ψ̄0 max < ∞, (82)
0 < pmin ≤ p ≤ pmax < ∞, (83)

are known a priori.
The control input f(t) is synthesized as follows:

f(t) = −p̂(t)
{

Ψ̂(t)T ω(t) + r(t)
}

+ v1(t)

≡ −p̂(t)v0(t) + v1(t). (84)

Ψ̂(t) and p̂(t) are current estimates of Ψ and p respectively.
The projection type adaptive laws, where tuning parameters
ψ̂ are constrained to certain closed regions S, are defined by

˙̂
ψ = Pr(Γφe) ≡

{
Γφe Case 1
Γφe − Γ ∇g∇gT

∇gT Γ∇g
Γφe Case 2,

(85)

where Γ = ΓT > 0, and
Case 1 : ψ̂ ∈ So, or ψ̂ ∈ ∂S & (Γφe)T∇g ≤ 0,
Case 2 : otherwise, S = {ψ̂ : g(ψ̂) ≤ 0},
So = interior of S, ∂S = boundary of S.
Then, Ψ̂(t), p̂(t), ψ̂0(t) are tuned by

˙̂Ψ(t) = Pr{G1ω(t)z(t)}, (G1 = GT
1 > 0), (86)

˙̂p(t) = Pr{G2v0(t)z(t)}, (G2 > 0), (87)
˙̂̄
ψ0(t) = Pr{G3v1(t)z(t)}, (G3 > 0), (88)

where each constraints are given such that

gΨ(Ψ̂) = ∥Ψ̂∥2 − M2
Ψ,

gp(p̂) =
(

p̂ − pmin + pmax

2

)2

−
(

pmax − pmin

2

)2

,

gψ̄0
(ˆ̄ψ0) =

(
ˆ̄ψ0 −

ψ̄0 min + ψ̄0 max

2

)2

−
(

ψ̄0 max − ψ̄0 min

2

)2

. (89)

Those tuning parameters Ψ̂(t), p̂(t), ˆ̄ψ0(t) are made uni-
formly bounded by those projection type adaptive laws [2].

A positive function V (t) is defined by

V (t) =
1
2
z(t)2 +

1
2
{Ψ̂(t) − Ψ}T G−1

1 {Ψ̂(t) − Ψ}

+
ψ̄0

2
{p̂(t) − p}2/G2 +

1
2
{ ˆ̄ψ0(t) − ψ̄0}2/G3. (90)

We take the time derivative of V (t) along the trajectories of
z(t), Ψ̂(t), p̂(t), ˆ̄ψ0 as follows:

V̇ (t) ≤ −λ0z(t)2 + ˆ̄ψ0(t)v1(t)z(t)
+CY {δ(t) + ϵ(t)}z(t). (91)

From the evaluation of V̇ , the following virtual system is
introduced.

ż = −λ0z + ˆ̄ψ0v1 + gT
δ |CY |dδ + |CY ϵ|

≡ fe + g11d1 + g12d2 + g2v1, (92)

fz = −λ0z, g11 = gT
δ , g12 = 1, g2 = ˆ̄ψ0,

d1 = |CY |dδ, d2 = |CY ϵ|. (93)

We are to stabilize the virtual system via v1, where d1 =
|CY |dδ , d2 = |CY ϵ| are regarded as exogenous disturbances
to the process. For that purpose, we consider the Hamilton-
Jacobi-Isaacs equation (HJI equation) and its solution V0.
∂V0

∂z
fz +

1
4

(
∥g11∥2

γ2
1

+
g2
12

γ2
2

− g2
2

r

)(
∂V0

∂z

)2

+ qz2 ≤ 0,

(94)

V0(t) =
1
2
z(t)2. (95)

q and r are positive functions to be determined from the
inequality (94) based on inverse optimality [3], [4] for the
given solution V0(t) (95) and the positive constant γ1, γ2.
The substitution of (95) into (94) yields

−λ0z
2 +

∥gδ∥2

γ2
1

+
1
γ2
2

−
ˆ̄ψ

2

0

r

 z2

4
+ qz2 ≤ 0. (96)

Once the positive functions q and r are obtained from (96),
the control input is given by

v1 = − 1
2r

g2
∂V0

∂z
= − 1

2r
ˆ̄ψ0z. (97)

Then, we have the next theorems.
Theorem 1 The adaptive control system ((84), (86),

(87), (88), (97)) is uniformly bounded.
Theorem 2 In the proposed adaptive control scheme

((84), (86), (87), (88), (97)), v1 is a sub-optimal control
input which minimizes the upper bound on the following cost
functional J .

J(t) ≡ sup
dδ,ϵ∈L2

[∫ t

0

{qz(τ)2 + rv1(τ)2}dτ + V (t)

−γ2
1

∫ t

0

∥CY dδ∥2dτ − γ2
2

∫ t

0

C2
Y ϵ2dτ

]
. (98)

Also we have the next inequality.∫ t

0

{qz(τ)2 + rv1(τ)2}dτ + V (t)

≤ V (0) + γ2
1

∫ t

0

∥CY dδ∥2dτ + γ2
2

∫ t

0

C2
Y ϵ2dτ. (99)

Remark The control scheme (84) is composed of
two parts; one is −p̂(t)

{
Ψ̂(t)T ω(t) + r(t)

}
= −p̂(t)v0(t),

and the other is v1(t). The former half −p̂(t)v0(t) is a
conventional finite dimensional adaptive controller for the
finite dimensional subsystem [S1]. The latter one v1 is added
to regulate the effect of the neglected infinite dimensional
modes in [S2] or spill-over terms δ(t). It should be noted
that the overall control scheme is finite dimensional.

Up to now, the general forms of the control schemes were
provided by (96), (97), and Theorem 1 and Theorem 2. Next,
q and r are solved, and the explicit control structures are
given by assuming specified forms to q and r.

Solution I From (96), r can be chosen such that
1
r

=
k1 + k2∥gδ∥2

r0
⇔ r =

r0

k1 + k2∥gδ∥2
,

(k1, k2, r0 > 0), (100)
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where k1, k2, r0 (> 0) are design parameters. Then, we
obtain the corresponding q and related conditions such that

q ≤

λ0 +
ˆ̄ψ

2

0k1

4r0
− 1

4γ2
2

 +

 ˆ̄ψ
2

0k2

4r0
− 1

4γ2
1

 ∥gδ∥2,(101)

λ0 +
ψ̄2

0 mink1

4r0
− 1

4γ2
2

> 0,
ψ̄2

0 mink2

4r0
− 1

4γ2
1

≥ 0. (102)

And, we get the explicit description of the control input

v1 = −
ˆ̄ψ0

2r
z = −

ˆ̄ψ0

[
k1 + k2∥gδ∥2

]
2r0

z. (103)

Solution II Next, we obtain q and r by setting

q = ar1 +
ˆ̄ψ

2

0

4r0
,

1
r

=
1
r0

+
1
r1

, (104)

where a, r0 (0 < a, r0 < ∞) are positive constants, which
prescribe the ratio between r and q. Then, for equality
condition of (96), we obtain r1 and q such as

r1 =
−G +

√
G2 + a ˆ̄ψ

2

0

2a
=

ˆ̄ψ
2

0

2
{√

G2 + a ˆ̄ψ
2

0 + G

} , (105)

q =
−G +

√
G2 + a ˆ̄ψ

2

0

2
+

ˆ̄ψ
2

0

4r0
, (106)

and the explicit description of the control input is given by

v1 = −
ˆ̄ψ0

2r
z = −

{
1
ˆ̄ψ0

(√
G2 + a ˆ̄ψ0 + G

)
+

ˆ̄ψ0

2r0

}
z.

(107)

Theorem 3 Those two solutions of v1 (Solution I
and Solution II), can make the residual regions of z ar-
bitrarily small by proper choices of design parameters
k1, k2, r0, a, γ1, γ2 (sufficiently large k1, k2, a, and suffi-
ciently small r0, γ1, γ2).

From Theorem 3, it is seen that the augmented output
signal z(t), which is composed of the bending displacement
of the arm (u, y), and the tracking error of the motor angle
θ̄, converge to an arbitrary small residual region. Hence,
when Assumption 5 is satisfied and θ̈d → 0, it is thought
that Y (t) ≅ O(z(t)) → 0, Θ̄(t) ≅ O(z(t)) → 0, y(t) ≅
O(z(t)) → 0, θ̄(t) ≅ O(z(t)) → 0 as z(t) ≅ 0.

Remark Solution I and Solution II include high-gain
feedback structures with nonlinear damping, and those seem
to be similar to certain classes of sliding mode control
strategies in [21], [22]. However, attenuation problems of
spillover terms are not discussed in those previous works.

VI. CONCLUDING REMARKS

A design method of adaptive control for flexible arms via
finite dimensional controllers is provided based on the notion
of inverse optimality. The adaptive controller is composed
of two 2N dimensional state variable filters, and the index
N together with the damping ration λ̃N are determined
such that (27) holds. It is shown that the adaptive control

systems are uniformly bounded, and that the tracking error
of motor angles θ̄ and the spatial average of distributed
bending displacement of the arm y(t) converge to a small
residual region. The proposed control scheme can be also
applied to DPS of parabolic type and hyperbolic type [19],
[23], or DPS with more complicated structures such as input
nonlinearities. Parts of those will be presented in the future.
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