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Abstract: Heat transfer in falling liquid film systems is en-
hanced by waviness. Comprehension of the underlying ki-
netic phenomena requires experimental data of the temper-
ature field with high spatiotemporal resolution. Therefore
a non-invasive measuring method based on luminescence
indicators is developed. It is used to determine the tem-
perature distribution and the local film thickness simulta-
neously. Results are presented for the temperature distri-
bution measurement in a laminar-wavy water film with a
liquid side Reynolds number of 126 flowing down a heated
plane with an inclination angle of 2◦. The measured tem-
perature distributions are used to calculate the local heat
transfer coefficient for solitary waves at two positions in
flow direction.

Key-Words: falling film, wave induced enhancement of
heat transfer, local heat transfer coefficient

Nomenclature

C molar concentration, mol/m3

d thickness, diameter, m
f frequency, 1/s
H height of channel, m
I intensity, W/m2

K constant device factor, V m/W
L length of channel, m
M measured signal, V
n distribution of effective emission area, m2

N number of nodal points
Pr Prandtl number = ν/κ

Re Reynolds number = V̇ /(ν W )
t time, s
u streamwise velocity, m/s
v transversal velocity, m/s
V volume, m3

W width of channel, m
x streamwise coordinate, m
y normal coordinate, m

greek symbols

α heat transfer coefficient, W/(m2 K)
η dynamic viscosity, kg/(m s)
ϕ inclination angle, ◦

κ thermal diffusivity, m2/s
λ thermal conductivity, W/(m K)
λ wave length, m
ν kinematic viscosity, m2/s
ϑ temperature, ◦C
ρ density, kg/m3

τ decay constant, s

subscripts
d disturbance
exp experimental
f film
g gas
i interface
l liquid, lower bound
m mean
Nu Nusselt
ob observation volume
P phosphorescence
sta stagnant liquid
u upper bound
w wave, wall

superscripts
* scaled value

1 Introduction

The liquid phase in applications of chemical and life sci-
ence industry, like film evaporators, absorption heat pumps
and falling film reactors, often occurs as gravity driven flow
in form of thin liquid films. It is observed that heat and
mass transfer in wavy film flow is significantly higher than
in a smooth film. A variety of investigations have been
performed to analyze heat and mass transfer resulting in



semi-empirical correlations to describe transfer enhance-
ment in such film systems, see Brauner and Maron (1982)
[9], Wasden and Dukler (1990) [24], Conslisk (1995) [11],
Alhusseini et al. (1998) [2], Roberts and Chang (2000) [20]
and Miladinova et al. (2002) [17]. For a critical review of
models of coupled heat and mass transfer in falling film ab-
sorption see Killion and Garimella (2001) [14]. The mech-
anisms of transport processes leading to the enhancement
of heat transfer in such systems are not clarified in detail.
Because of the complexity of the system it is not possible to
identify the responsible transport mechanism from integral
measurements of heat transport.

To analyze these phenomena in detail, heat transfer
in falling liquid films is investigated in the Collaborative
Research Center (SFB) 540 ”Model-based Experimental
Analysis of Kinetic Phenomena in Multi-phase Fluid Re-
active Systems”. To gain deeper insight two essential ob-
jectives were pursued: to identify the precise hydrody-
namic regime in falling liquid films and to obtain highly
resolved experimental data on the temperature distribution
in a heated film.

The small film thickness requires a non invasive mea-
suring method to avoid disturbance of the film. There ex-
ist some well developed non-invasive optical measurement
techniques e.g. laser doppler anemometry (LDA) and par-
ticle image velocimetry (PIV) for velocity field measure-
ment. Measurements of the velocity field in wavy film
flow were performed by Al-Sibai et al. (2002) [6]. For in-
formation about local film thickness a chromatic confocal
imaging method can be used, see Lel et al. (2004) [15].
For temperature field measurements thermo-chromic liq-
uid crystals (TLC) were used. For example Günther and
Rudolf von Rohr (2002) [21] measured temperature and ve-
locity fields in turbulent natural convection by combining
PIV and liquid crystal thermography (LCT). In order to get
field information about velocity and temperature simulta-
neously a combination of PIV and planar laser induced flu-
orescence (PLIF) is used. Hishida and Sakakibara (2000)
[13] used this method to investigate impinging jets. In the
cases where PLIF is used to get information about the tem-
perature distribution, the region of interest has to be opti-
cally accessible in two perpendicular planes to realize the
planar laser sheet and to measure the emission of the ex-
cited indicator. This results in certain geometrical restric-
tions for the systems to be investigated.

The proposed optical method presented in this paper
makes use of optical probes which allow to provide the
temperature distribution in a film flowing down a heated
plane and the local film thickness simultaneously in both
high spatial and high temporal resolution. The measure-
ments are possible at several user-defined points of interest
at the same time. The data obtained from the presented
measurements is used to determine the local heat transfer
coefficients in single waves.

2 Physical Basics

For the investigation of the heat transport in a laminar
wavy liquid film of water the optical indicator biacetyl
(2,3-butanedione) is used. Biacetyl has a molar mass of
86.09 g/mol and a density of 0.99 g/cm3 (20 ◦C). It emits
phosphorescence as well as fluorescence when illuminated
with UV-light. In an aqueous solution the phosphorescence
and fluorescence intensity depend on temperature and indi-
cator concentration. Furthermore the phosphorescence is
quenched by dissolved oxygen in the water whereas the in-
tensity of fluorescence is independent of oxygen. The latter
interrelationship was used to measure concentration distri-
butionsC of absorbed oxygen in laminar wavy liquid films,
see Schagen and Modigell (2005) [23].

After a pulsed excitation with UV-light the phospho-
rescence emission I decreases with time according to

I(C, ϑ, t) = I0(C, ϑ) e
−t/τ(C,ϑ) . (1)

In this equation I0 is the initial emission intensity after
turning off the excitation and τ is the decay constant of
the phosphorescence emission.

In this work only oxygen free aqueous solution (C =
0) is used and so the phosphorescence emission depends
only on temperature. Measurements have been performed
to analyze the correlation between the temperature and the
decay constant of the phosphorescence emission using the
optical device described in Sect. 4.1. A tempered glass
vessel, equipped with a thermocouple and a magnetic stir-
rer, was filled with 1 l of demineralized water, which was
stripped of dissolved oxygen with purified nitrogen bub-
bles. After the degasification the luminescence indicator
biacetyl was added in a concentration of 11.4 mol/m3. This
biacetyl concentration was used by Bäckström and Sandros
(1958) [10] in their experiments to determine the decay
constant of the phosphorescence emission. The concen-
tration of biacetyl is very low compared to the solubility
concentration of 285 mol/m3 to prevent self quenching of
the emission. The temperature dependency of the phospho-
rescence decay constant was measured in the range from 10
to 30 ◦C as depicted in Fig. 1.

The experimental data can be approximated with the
linear equation

τ(ϑ) = −3.4× 10−6s/◦C · ϑ + 2.99× 10−4s (2)

with a residual norm of 2.94 × 10−6 and a mean standard
deviation of 2.3 × 10−5 s. The measurement at ϑ = 20
◦C is in good agreement with the value of Bäckström and
Sandros (1958) [10] who reported a value of τ = 229 µs.
The measurement of Almgren (1967) [4] of 201 µs at 25
◦C was obtained with a higher concentration of biacetyl in
aqueous solution which possibly caused self quenching of
the phosphorescence emission.

By measuring the decay of the phosphorescence in an
isothermal system of aqueous biacetyl solution the temper-
ature can be simply determined. Describing the measured
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Figure 1: Decay constant of biacetyl phosphorescence in an
oxygen free aqueous solution depending on temperature.

data by applying Eq. (1) the decay constant τ is obtained.
Finally, making use of Eq. (2), the temperature can be cal-
culated.

In case of a non-uniform temperature distribution in a
stagnant liquid film every volume element emits a specific
phosphorescence after excitation, depending on the local
temperature, as sketched in Fig. 2.

y t

I

I I

I V

I I I

f i l m ( ) ( )  
0
òµ fd

d ytItM ,J
( )tM( )y

( )t,yI
( ) tJ t

eItI -= 0,
( )y

y = d f

Figure 2: Dependence of measured signal M(t) on temper-
ature profile ϑ(y) in a stagnant liquid film.

In quadrant I a temperature profile in a liquid film is
qualitatively shown as a function of the coordinate y, which
is oriented perpendicular to the surface of the film. The
surface of the film is indicated by df . Quadrant II shows
the corresponding course of the local decay constant also
as a function of y. The local initial intensity and the re-
spective time dependent specific phosphorescence intensity
emitted from two locations in the film, indicated with the
arrows, are drawn in quadrant III. The phosphorescence to-
tally emitted by all volume elements along the coordinate
y is given by the integral equation

MP,sta(t) = K

df
∫

0

I(ϑ, t) dy (3)

as indicated in quadrant IV in Fig. 2. The factor K in

Eq. (3) contains apparatus and device specific contributions
to the optical signal which can be assumed to be constant.

Finally, the total intensity M emitted by the observa-
tion volume in a flowing liquid film is influenced by the ve-
locity distribution u(y). During the measurement volume
elements containing excited biacetyl molecules move out
of the fixed observation volume due to their local velocities.
The resulting superposed decrease of the measured signal
can be modelled based on the residence time of excited bi-
acetyl molecules within the observation volume. This leads
to

MP(t) = K

df
∫

0

nI(y, t) I(ϑ, t) dy , (4)

where nI is the distribution of the luminescent area within
the cross section of the measurement volume, see Fig. 3,
and can be modelled as

nI(y, t) =
2

π

[

arccos

(

u(y) t

dob

)

−
u(y) t

d2
ob

(d2
ob − (u(y) t)

2)1/2
]

(5)

using basic geometrical relations.
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Figure 3: Effective emission area of a volume element
within the moving liquid film.

The exact velocity field in our experiment is un-
known. Yet the velocity distribution in flow direction u(y)
in wavy films can be approximated by a parabolic profile

u(y) = umax

[

2
y

df
−

(

y

df

)2
]

(6)

comparable to the analytical solution of Nusselt (1916)
[18]. Here the parameter umax is the longitudinal com-
ponent of the local surface velocity, see e.g. Alekseenko
et al. (1994) [3] and Al-Sibai et al. (2002) [6]. Based on
experimental investigations on film flow of Adomeit et
al. (2000) [1] and Al-Sibai et al. (2002) [6] we propose a
linear interpolation of the surface velocity within the film
thickness region df,m < df < dmax. Thus the longitudinal
surface velocity component can be calculated:

for df ≤ df,m: umax = umax,Nu =
g sinϕ

ν d2
f

for df,m < df < df,max:
umax = umax,Nu + (uw − umax,Nu)

df−df,m

df,max−df,m

for df = df,max: umax = uw



The stream wise velocity uw at the interface in the
wave peak and the local instantaneous film thickness df are
determined using the LIF technique. Thereby uw is ap-
proximated with the wave peak velocity cw which in turn
is determined from a two point measurement using a cross
correlation method reported for example in Al-Sibai (2005)
[5].

The temperature dependency of the fluorescence
shows only a small influence on the signal height of the
fluorescence emission. Increasing the temperature results
in a slight decrease of the signal. Comparable behavior is
shown by the fluorescence indicator Rhodamine 110 which
is used by Sakakibara and Adrian (1999) [22]. At constant
biacetyl concentration the fluorescence emission solely de-
pends on the film thickness. With appropriate calibration
of the measuring device this allows for an accurate mea-
surement of the film thickness.

Before carrying out the experiments some prelimi-
nary model-based investigations were done to examine the
influence of the distribution of the local relaxation constant,
the temperature distribution respectively, and the velocity
distribution on the phosphorescence signal decay.

The analytical derivatives of the signal model with re-
spect to these input parameters are:

∂MP

∂τ
= K

∫ δ

0

nI(y, t)
t

τ2
e−t/τ(y) dy (7)

and

∂MP

∂u
= −K

∫ δ

0

2

π

[

2
t

d2
ob
g(y, t)

]

e−t/τ(y) dy (8)

with
g(y, t) =

√

d2
ob − (u(y) t)

2 (9)

Sensitivity calculations were performed using the
temperature distribution in Fig. 4 with the resulting dis-
tribution of the local relaxation constants. The local film
thickness is assumed to be df = 1 mm and for the velocity
distribution a parabolic Nusselt profile with umax = 0.5 m/s
is used. The diameter of the observation volume is dob = 1
mm.

The resulting courses of the derivatives of the normal-
ized phosphorescenceMP decay curves are shown in Fig. 5
and 6. The derivatives are scaled with the local values of
τ and u. The sensitivity of the signal with respect to the
local relaxation constants is one order of magnitude higher
compared to the influence of velocity distribution on the
signal. Therefore using an approximative velocity distribu-
tion in the evaluation procedure is sufficient as long as the
residence time of excited biacetyl molecules within the ob-
servation volume is large compared to the measuring time.

3 Evaluation Method

The objective of the evaluation method is to reconstruct
the distribution of the local relaxation constant and tem-
perature distribution ϑ(y) respectively from the measured
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Figure 4: Assumed temperature and relaxation constant
profiles for sensitivity investigation.
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Figure 5: Sensitivity of phosphorescence signal with re-
spect to the distribution of local relaxation constants from
Fig. 4.
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Figure 6: Sensitivity of phosphorescence signal with re-
spect to the velocity distribution calculated using Eq. 6.

time dependent optical signal M(t) given by Eq. (4). Such
a signal reconstruction is a classical inverse problem, see



e.g. Wolfersdorf (1994) [25], which in addition is nonlin-
ear and ill-posed. One possibility to solve such a problem
is to formulate an optimization task

min
τ∈RN

F (τ) = min

{

1

2
‖M∗

P,exp −M∗

P‖
2
2 + φ‖

∂2τ

∂y2
‖22

}

(10)

s.t. τl ≤ τ ≤ τu ,

where M∗

P,exp represents the experimental data and M ∗

P re-
sults from a model-based signal calculation using Eq. 4.
The second term in the left hand side of the least square
formulation is a regularization term which forces the esti-
mate to be smooth. The regularization parameter φ is cho-
sen to be 109 resulting from numerical investigations of
the noised phosphorescence signals. This value balances
the first and the second term of the least square formula-
tion. The constraint condition restricts the solution τ to
be within lower and upper bounds. The dimension N is
chosen to be 39 for the numerical treatment of the defined
optimization task. This is a compromise between computa-
tional cost and dependency of the signal on grid resolution
in the y-coordinate. The numerical procedure makes use
of a Trust-Region reflective Newton algorithm to which the
analytical derivative of the signal with respect to τ , Eq. 7,
is supplied.

The capability of the evaluation method to reconstruct
the temperature distribution even from a noised phospho-
rescence decay signal was tested. A noised phosphores-
cence signal, see Fig. 7 is generated with a relaxation con-
stant distribution converted from the temperature distribu-
tion ”goal” in Fig. 8. The estimated relaxation constant
distribution is converted back to the estimated temperature
distribution. This reconstructed temperature profile fits the
given temperature profile ”goal” with reasonable accuracy.
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Figure 7: Signals calculated with the temperature distri-
butions ”goal”,”initial guess”, ”lower” and ”upper bound”,
see Fig. 8, and reconstructed signal calculated with the ”es-
timate”.
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Figure 8: Reconstruction of the given temperature distri-
bution ”goal” by an ”estimate” starting from an ”initial
guess”.

4 Experimental Design

4.1 Optical Measuring Technique

The measuring device is basically a phosphoroscope. The
source of the primary UV laser beam at a peak wave
length of 405 nm is a nitrogen pumped dye laser with a
maximum pulse frequency of 50 Hz. As laser dye 4,4’-
diphenylstilbene (Lambda Physik AG, Germany) is used.
The nitrogen laser pulse has an energy of 116 µJ at a pulse
width of 700 ps. A beam splitter optic splits the primary
beam into two beams that are sent through light conductors
to excite probe volumes in the wavy film with a diameter
of about 1 mm. The scheme of the measurement design is
shown in Fig. 9.

l i g h t  c o n d u c t o r
f a l l i n g  l i q u i d  f i l m p h o t o m u l t i p l i e r

P

P

F

F

U V

A/D

b e a m  s p l i t t e r
1  m m

l i g h t  s o u r c e

v a r i a b l e
p o s i t i o n

y ,  v

x ,  u

Figure 9: Principle of simultaneous two point measure-
ment.

To obtain information on the wave peak velocity uw

which is needed to characterize the wave properties, the
measurement has to be performed at two points in film
flow direction simultaneously. The emission of the dis-
solved and homogeneously distributed biacetyl is measured
with four photo-multipliers (Hamamatsu Photonics K.K.,
Japan). Two of the photo-multipliers measure the phos-
phorescence to get the temperature profile in the liquid film
and the other two measure the fluorescence to get the lo-
cal film thickness. To separate the information contain-



ing indicator emission from the (reflected) excitation light
they are equipped with optical edge filters (Schott AG, Ger-
many). For the separation of the phosphorescence edge fil-
ters GG 475 and for the separation of fluorescence OG 515
are used. Figure 10 shows the normalized spectra of excita-
tion and luminescence emission of biacetyl measured with
a LIMES-spectrometer (LTB GmbH, Germany).
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Figure 10: Normalized emission spectra of excitation,
phosphorescence and fluorescence.

A spectral separation of fluorescence and phospho-
rescence is not possible. Here the separation is based on
by the different emission lifetimes. The fluorescence has a
mean emission lifetime of about 3.6 ns whereas the mean
emission lifetime of the phosphorescence is 231 µs in oxy-
gen free water at ϑ = 20 ◦C. In Fig. 11 the procedure is
shown schematically. The fluorescence is measured at the
moment of excitation t0. After a delay time of 1 µs the
measurement of the phosphorescence is started at t1. The
corruption of the fluorescence data by phosphorescence can
be neglected, because the phosphorescence intensity is two
orders of magnitude smaller than the fluorescence intensity
in our measurements.
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Figure 11: Scheme of the time dependent behavior of exci-
tation and luminescence emission.

The analog signals of the photo-multipliers are con-
verted to digital signals with a fast A/D-conversion card
(Spectrum GmbH, Germany) with a frequency of 1 MHz
per channel so that the temporal resolution of the intensity
measurement is 1 µs. The measuring duration after a sin-
gle laser shot is about 1 ms. The different jitters of the

laser and the measuring card were equalized with an exter-
nal synchronizing clock and a pulse/delay generator (Quan-
tum Composers Inc., USA). The remaining fluctuations in
excitation intensity of the laser dye are measured with an
additional photo-multiplier simultaneously and are used to
correct the indicator fluorescence emission.

Liquid thickness measurements using a cylinder cu-
vette filled to different film heights have shown a linear de-
pendence of fluorescence intensity on liquid film thickness
in the range of df = 0.4..2.5 mm. The distance between
the end of the light conductor and the bottom of the petri
dish was 4 mm. This is the same distance as in the falling
film experiments between the light conductors and the bot-
tom plate of the evaporator. Assuming the same linearity in
the falling film experiments the fluorescence measurements
are evaluated on the basis of the determined dependance on
df . According to the thickness measurement at the cylinder
cuvette dish the error in film thickness is 2.1% standard de-
viation in respect to the mean value of 1 mm film thickness.

With the specified measuring device it is possible to
simultaneously obtain information about film thickness and
temperature distribution every 20 ms. The phosphores-
cence signal which is used to reconstruct the temperature
distribution has a temporal resolution of 1 µs.

4.2 Falling Liquid Film Setup

The experimental setup for the temperature distribution
measurement in a falling liquid film is shown schemati-
cally in Fig. 12. The main reservoir contains demineral-
ized water degassed with purified nitrogen 5.0. OxiSorb R©

(Messer-Griesheim GmbH, Germany) is used to remove
traces of moisture, oxygen and hydrocarbons from the ni-
trogen gas supply. The mechanism is a chemisorption of
the impurities with reactive chromium compounds. The
dissolved oxygen is stripped from the water by nitrogen
bubbles. The oxygen concentration is reduced down to
10−6 mol/m3 which is the lower bound of the indicator
sensitivity range for measurement of concentration distri-
butions, see Schagen and Modigell (2005) [23]. After de-
gasification the luminescence indicator biacetyl is added in
a concentration of 11.4 mol/m3. In this concentration bi-
acetyl does not change the physical properties of the liquid
significantly. A measurement of the surface tension of the
aqueous biacetyl solution with a du Nuoy tensiometer re-
sults in a value of 72.5×10−3 N/m. The surface tension of
pure water is 72.75× 10−3 N/m at 20 ◦C.

The conditioned liquid flows out of the main reser-
voir into the film device, which can be inclined relative to
the horizontal plane in the range of ϕ = 0 to 60◦. The liq-
uid flows out of a storage chamber through a manually ad-
justable slit into the heating chamber with an overall length
of L = 630 mm, a width of W = 70 mm and a height of
H = 30 mm. With separate gas streams the storage and
the main chamber are rinsed to form a nitrogen atmosphere
above the liquid surfaces to prevent additional quenching
of the phosphorescence by molecular oxygen. A magnetic
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Figure 12: Scheme of the experimental setup.

valve with an adjustable control frequency is installed at
the outlet of the storage chamber stream to excite the liquid
in this chamber with pressure pulses. Thus the liquid forms
a developing laminar-wavy flow in the evaporator.

The falling liquid film is heated from below using an
electrically heated copper plate of 6 mm height, 630 mm
length and 130 mm width. The copper plate can be heated
up to a maximum temperature of ϑw,max = 60 ◦C if no liq-
uid film flows down the plate. During the experiment the
temperature of the copper plate increases from 23 ◦C at the
liquid inlet to 33.2 ◦C at the position x = 410 mm as can be
seen in Fig.13. These measurements are used as an initial
guess for the wall temperature in the evaluation procedure.
An integral temperature of the liquid film was invasively
measured with a thermocouple. The physical properties of
the liquid are calculated with these temperatures and are as-
sumed to be constant while evaluating the phosphorescence
signals. For the evaluation point at x = 230 mm the temper-
ature is ϑ = 22.6 ◦C. The properties of water at this temper-
ature are ρ = 997.64 kg/m3, cp = 4.181 kJ/(kg K), λ = 0.598
W/(m K), η = 0.949×10−3 kg/(m s) and the Prandtl number
is 6.66. For the evaluation point at x = 350 mm the temper-
ature is ϑ = 24.7 ◦C. The properties of water at this temper-
ature are ρ = 996.68 kg/m3, cp = 4.182 kJ/(kg K), λ = 0.605
W/(m K), η = 0.915×10−3 kg/(m s) and the Prandtl number
is 6.36. The values are taken from the CRC Handbook of
Chemistry and Physics [12] and were kept constant in the
evaluation procedure at each measuring point. The temper-
ature of the counter-current gas stream remained constant
at 17 ◦C. All temperatures were measured with an accuracy
of ± 0.5 ◦C (Ahlborn Therm 2250-1).

5 Experimental Data and Evaluation

The settings used during the experiments on the laminar-
wavy liquid film flowing down the inclined and heated
plane are summarized in table 1.
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Figure 13: Surface temperature of the copper plate, mean
film temperature and gas stream temperature during the ex-
periment.

Table 1: Parameters of the experimental setup.

Design parameter name value
liquid side Reynolds number [-] Rel 126
gas side Reynolds number [-] Reg 200
inclination angle [◦] ϕ 2
liquid flow rate [l/h] V̇l 32
gas flow rate [l/h] V̇g 551
disturbance frequency [Hz] fd 2
initial liquid temperature [◦C] ϑ0 18
constant gas temperature [◦C] ϑg 17

5.1 Film Thickness and Wave Velocity

In Fig. 14 the film thickness versus time obtained from flu-
orescence measurements at position x = 230 mm is de-
picted. At this position the velocity distribution in flow
direction can be approximated with the parabolic profile
described by Eq. 6. The mean of fluorescence emission
is based on 2000 data points measured in an interval of
40 s. This result constitutes the calibration value that cor-
responds to the mean film thickness predicted by Nusselt
theory [18]

df,m =

(

3 ν2 Rel
g sinϕ

)1/3

= 1.04× 10−3 m. (11)

Experimental values of Brauer (1961) [8] for vertical films
and Al-Sibai (2005) [5] for inclined wavy films confirm the
relation of Nusselt for the film thickness.

In Fig. 14 the course of the film thickness over time
is depicted relative to the mean film thickness. Looking at
the first and the third wave three characteristic regions of a
single wave can be identified. The capillary wave region in
front of the wave hump, which consists of the wave crest
and the wave back, and the substrate behind the wave back.
The maximum height of the wave peaks with respect to
the mean film thickness is about 55 %. The minimal film



thickness with respect to the mean film thickness of about
40 % is located in front of the wave hump.
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Figure 14: Film contour at measuring point x=230 mm for
Re=126.

Analyzing the fluorescence data leads to the mean
wave length λw = 0.18 m and the mean wave velocity uw

= 0.4 m/s. From a Fourier analysis the primary wave fre-
quency can be determined as fw = 2 Hz which corresponds
to the excitation frequency. Higher order frequencies which
can be found in the power spectrum result from the capil-
lary waves in front of the main wave.

The film surface contour at the measuring point is not
exactly periodic and equal in shape. One reason is that in
the laminar-wavy liquid flow the waves are not fully devel-
oped hydrodynamically at the measuring point. This is in
accordance with results of Ramaswamy et al. (1996) [19]
who showed in direct numerical simulations that with in-
creasing Reynolds number the length of the wave develop-
ing region increases too. Already at a Reynolds number
of Rel = 60 and an inclination angle ϕ = 6.4◦ the wave
developing region reaches a length of 0.4 m.

5.2 Temperature Distributions

The temperature distribution is obtained from the decay of
phosphorescence intensity. Such a phosphorescence inten-
sity decay curve is measured with a temporal resolution of
1 µs. For the reconstruction of a temperature profile the
phosphorescence decay within ≈ 0.6 ms is used. The spa-
tial resolution depends on the number of points to which
the temperature distribution is numerically mapped in the
evaluation procedure. Here spatial resolution is about 30
µm in y-direction.

In this section the results for the temperature distribu-
tions for the third wave of Fig. 14 and a wave at the position
x=350 mm are presented.

Evaluation of the phosphorescence signals obtained
from measurements in these waves lead to the temperature
fields shown in Figs. 15 and 16. It can be seen that the
surface temperature as well as the temperature gradients in
y-direction differ along the wave. In the wave crest and the
wave back the temperature gradient is steeper than in the
capillary wave region. The maximum change in the gra-
dient along the wave can be localized in front of the wave
peak. The wave hump, in which a large amount of mass

with lower temperature is transported, flattens the temper-
ature boundary layer of the substrate, as shown in Fig. 15.
The surface temperature in the wave crest and the wave
back varies from 21.7 to 23 ◦C in this wave. In the capil-
lary wave region a nearly constant temperature of 24 ◦C is
reached. In the wave at position x=350 mm the colder re-
gion is concentrated in the wave hump which is in congru-
ence with numerical simulations of several authors ([1, 16])
for developing solitary waves.
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Figure 15: Iso temperature lines along the wave at position
x=230 mm for Re=126.
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Figure 16: Iso temperature lines along the wave at position
x=350 mm for Re=126.

5.3 Local Instantaneous Heat Transfer Coefficient

In investigations on heat transfer in falling liquid film evap-
orators or reactors often a constant local heat transfer coef-
ficient is assumed. As a result of the proposed measure-
ment method it can be shown that this assumption is a sim-
plification especially in the case of a wavy film.

The local heat transfer coefficient for the considered
case is defined as

αw = −
λ

∆ϑw

∂ϑ

∂y

∣

∣

∣

∣

y=0

(12)

with the index w denoting the wall. Heat transfer is driven
by the overall temperature difference, which is in the case
of transfer from the wall to the liquid is defined as ∆ϑw =
ϑw − ϑi. In Figs. 17 and 18 the courses of the local heat
transfer coefficient normalized to the respective mean val-
ues are depicted.
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Figure 17: Local heat transfer coefficient along the wave at
position x=230 mm.
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Figure 18: Local heat transfer coefficient along the wave at
position x=350 mm.

The mean transfer coefficient at the heated wall is
determined as αw,m = 2190.5 W/(m2 K) for the wave at
x=230 mm and αw,m = 1857 W/(m2 K) for the wave at
x=350 mm. The decrease of the second mean value is
caused by less steep temperature gradients from the wall
into the liquid and a slight increase in the driving temper-
ature difference. Both curves of the local heat transfer co-
efficient show a significantly higher value in front of the
wave and a minimum beneath the wave hump. After that
the curves increase slowly to their mean values. Numerical
simulations of Adomeit et al. [1] for a Reynolds number of
50 and a Prandtl number of 1 are in good agreement with
our experimental results, see Fig. 19. The course of the di-
mensionless local heat transfer coefficient is qualitatively
the same. Especially the peak in front of the wave and the
behavior beneath the wave is congruent.

6 Conclusion

A new measurement method for the determination of the
temperature distribution with high spatial and temporal res-
olution in thin liquid films is presented. This method is
based on the temperature dependent emission lifetime of
an optical indicator. First results for the heat transport in
a wavy falling liquid film flowing down a heated plane are
presented exemplarily.

With the temperature profiles determined from mea-
surements in a laminar-wavy falling liquid film the local
heat transfer coefficients are calculated. The calculations

Figure 19: Wave surface and instantaneous dimensionless
local heat transfer coefficient α∗ at Re=50, taken from
Adomeit et al. [1].

show that the local heat transfer coefficient is not constant
along the wave as it is often assumed. Here the maximum
value is reached in front of the wave between the capillary
wave region and the wave crest. The results also indicate a
wave induced intensification of heat transfer due to convec-
tive transport perpendicular to the wall in the central region
of the film.

Further investigations of the kinetic phenomena cov-
ering single waves will be done for laminar-wavy falling
liquid films flowing down a heated plane at different
positions in flow direction varying Reynolds number and
inclination angle of the evaporator. The results will be
the basis for research of coupled heat and mass transfer
mechanisms including chemical reactions in falling liquid
films.
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