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Abstract

Aerosol reactors pass through regimes where subsets of the population balance terms are
dominant. Initially, mixing, reaction, nucleation and accretional growth dominate. This
is generally followed by a regime in which coagulation and coalescence control evolution
of the particle population into sintered aggregates. Conventionally, the boundary between
regimes where coalescence is or is not important is assumed to be sharp and the collision-
coalescence regime is followed by a regime dominated by coagulation and breakup which
controls the growth of loosely bonded agglomerates that grow large enough to be captured
in conventional gas-solids separation equipment. When this boundary is not sharp, there
can be a regime in which coagulation, coalescence and breakup all occur simultaneously.
This paper describes the daughter distributions required to model breakup in a bivariate
population, the moment models describing simultaneous collision, coalescence and breakage,
and exhibits reconstructed steady-state distributions formed when the rate kernels are size
independent.



Introduction

A scheme for particle formation, growth and transformation is shown in Figure 1. In general,
precursor molecules are transformed through some nucleation process into particle nuclei as
the initiating event. Additional precursor can add directly to the nuclei causing growth
to larger single particles. Particle-particle collisions lead to coagulation into agglomerates.
These agglomerates may undergo breakup leading to smaller agglomerates or even back
to single particles if conditions are right. It is possible for a steady state to be achieved
between coagulation and agglomeration. Although not depicted in the figure, it is possible for
precursor molecules to add directly to agglomerates, although that requires the coexistence
of unconverted precursor and agglomerated particles. This can be thought of as changing
the size of the primary particles in the agglomerate simultaneously with changing the size
of the agglomerates. As long as most of the primary particle surface in the agglomerate is
accessible for this type of growth, one can think of the nucleation and growth processes as
controlling primary particle size and the coagulation and breakage processes as controlling
agglomerate size. The population balance problem can be formulated entirely in terms of
a single particle size variable, often the particle volume. The problem is said to have one
dimension internal to the particle population or to be univariate.

If the primary particle centers in an agglomerate can coalesce so that centers are eliminated,
then the combination of collision and coalescence can alter the primary particle size as well.
If coalescence is very slow compared to collision, then one has the situation described in
the previous paragraph, and the population can be described by one internal dimension.
Likewise, if coalescence is very rapid compared to collision then the population can still
be described in terms of a single dimension with collisional growth leading to larger single
particles. But, when collision and coalescence occur on a similar time scale, then a second
internal dimension is needed to describe the population, and the problem becomes bivariate.
Typically, the particle surface area is selected as the second internal dimension.
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Figure 1: Particle Formation, Growth and Transformation

Figure 2 shows a generic tubular reactor for gas-to-particle conversion. Supposing that the
particles are formed by a thermodynamically favored and therefore probably exothermic



process, the temperature profile shown would be likely, with a rise in temperature owing to
release of the heat of reaction followed by heat losses or cooling prior to exhausting to a gas-
particle separation step. If the reaction is relatively rapid, then reactant mixing, conversion
to particle precursor, nucleation and growth all would be occuring as the temperature rose.
The full depletion of reactants would correspond to the temperature peak after which no
nucleation and accretional growth occur. Although particle-particle collisions can also occur
prior to reaching the temperature peak, past this point, the predominant mechanism of
particle growth is collisional. If the reactor is hot enough, coalescence occurs simultaneously.
For solid particles, the coalescence process is probably solid-state sintering which is known to
be sensitive to particle size and temperature such that the coalescence rate can drop rapidly.
For this reason, conventional descriptions of aerosol reactor particle formation ([1] through
[14]) only consider simultaneous collision and coalescence.

Agglomeration in the absence of coalescence leads to loosely bound flocs that can grow large
enough to be broken up by fluid shear. A steady-state size may be reached that sets the
requirements for gas-particle separation downstream. Once captured, these particles can be
milled to further break up the flocs, so the in-flight floc size is only of interest for sizing the
separations equipment [15]. Since the primary particle size is unaffected, the aerosol reactor
literature neglects this regime.

Under the right conditions (slow heat removal, rapid collision), an intermediate regime can
exist in which agglomerates are coalescing while simultaneously growing large enough to
break up under fluid shear. This regime does influence the primary particle size. The
models discussed here are developed to describe this regime. It should be noted that the
modeling approach also applies in the absence of particle breakage, and as such, broadens
the conventional treatment of aerosol reactor particle formation to include this intermediate
regime.

Feeds Exhaust
Mixing & I Acoresati )
=P Reaction, | Collision & ggregation, Aggregation
—p Nucleaion  (Cpalescence B‘l cakage & & Breakage
& Growth Coalescence

coalescence slowing,

o particles grow large

'E enough to breakup

= negligible

5 coalescence on coalescence

% similar time scale

3 complete as collision
S coalescence \

Axial Distance

Figure 2: Aerosol Reactor - Dominant Mechanism Schema

For a tubular reactor operating with a nearly uniform velocity profile, the full two-dimension-
al steady-state population balance equation (neglecting particle diffusion) is given below for



simultaneous coagulation, breakage and coalescence:
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In this equation, u is the axial velocity, z is the axial position, n is the particle distribution
function in particle concentration units, V is the particle volume, A is the particle surface
area, (3 is the coagulation rate kernel, T' is the breakage rate kernel, b is the breakage daughter
distribution, ® is the parent particle volume in breakage, « is the parent particle surface area
in breakage, o is the coalescence rate kernel, and A, is the particle surface area at full
coalescence.

For the collision-coalescence problem, solution approaches include: full two-dimensional sec-
tionalization ([5], [12], [13], [14]), a reduced sectionalization in the volume dimension alone
with calculation of an average surface area for each volume section ([1], [3], [9]), moment
models assuming monodispersity in both volume and surface area ([2], [4], [10]), the Quadra-
ture Method of Moments (QMOM)([6],[11]), and Monte Carlo simulation ([7], [8]). Of these,
the moment models appear to require the fewest equations and are the most likely candi-
dates for embedding in CFD models of real reactors. In the references cited above, this has
actually been done for both monodisperse [2] and QMOM [6] models.

There are two issues associated with moment methods. The first is model closure. The
second is distribution reconstruction. A good review of these issues and the various ap-
proaches to them for one-dimensional populations can be found in [15], [16] and [17]. The
assumption of bivariate monodispersity in [2], [4], and [10] results in a closed moment model
that can be solved, but all information about the actual distribution is lost. QMOM models
approximate the distribution as a weighted sum of delta functions, allowing the problem
to be recast in terms of the weights and locations (abcissas) of the functions. Having the
weights and abcissas allows calculation of any desired moment. The methods of distribution
reconstruction described in [16] and [17] can be applied to these QMOM-obtained moments
as shown in [15]. Another moment method, The Method of Moments with Interpolative Clo-
sure (MOMIC), was first suggested by Frenklach and Harris [18], and is further elaborated
in [17] and [19]. In this method, a polynomial in the moment order is fit to the natural
logs of the known moments, and the missing moments are supplied using the polynomial for
interpolation. Distribution reconstructions from this approach are compared to those from
QMOM models in [15]. For the test problem studied in [15], it was concluded that models
solving 10 moment equations gave reasonable distribution reconstructions whether solved
under QMOM or MOMIC closures.

In the following, a bivariate moment model is developed for simultaneous coagulation, break-
age and coalescence. The model is closed via MOMIC. An appropriate basis set is developed
for extending the one-dimensional reconstruction techniques described in [15], [16] and [17]



to this bivariate problem, and is used to exhibit reconstructed two-dimensional volume-area
distributions.

Bivariate Moment Model
The bivariate moment operator is defined as:
M = / / VIAFR (V, A)dVdA
0 0

Applying this operator to the two-dimensional population balance equation for constant rate
kernels, (8 = B,, I =T,, 0 = 0,), results in the following set of bivariate moment equations:
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In this equation, a, and v, are the surface area and volume of a fundamental particle (perhaps
of the nuclei), and the assumption is that the primary particles retain the same geometry
as they grow. Since nucleation and growth are not included as mechanisms, the growth is
entirely by coalescence in the scenario under discussion. The quantity b;, represents the
bivariate moment of the breakage daughter distribution which must be specified.

In the absence of coalescence, this set of moment equations would be closed, and could be
solved without applying any assumptions or closure rules. In fact, for k¥ = 0, one has a
moment model for the univariate problem of simultaneous coagulation and breakage under
constant kernels. In [16] and [17], a basis set of modified gamma functions is derived from
partial analytical solution of this univariate population balance and is applied to reconstruct
both steady-state and dynamically evolving univariate distributions under the assumption
of various daughter distributions.

Because the missing moments in the above bivariate model are of order £—1 in the area index,
the moment equations for k£ = 1 can be solved under interpolation of the moments already
in hand for k£ = 0. Likewise, the bivariate moments for k£ = 2 can be solved by interpolative
closure of the moments with £ = 1, and so on. In this way, the bivariate model can be solved

via MOMIC.

In practice, 10 moment equations were solved for £ = 0 (j = 0 to 9), consistent with the
findings in [15] regarding requirements for good univariate distribution reconstruction. To
avoid polynomial extrapolation error, only 9 moment equations were solved for k=1 (j =0
to 8) because when j = 9, the moment My, 53, is required which is outside the range of
moments for the interpolation. Likewise, for k¥ = 2, only 8 moment equations were solved
(7 =0 to 7). This was not a serious problem because only the lower order moments in j at
k=1 and k =2 were used for distribution reconstruction.

Therefore, a total of 27 equations was needed for this MOMIC model. Compared to the
561 equations needed for the full two-dimensional sectionalization in [12] or the 66 equations
for the reduced sectionalization in [1], this is a much more compact equation set that might
successfully be embedded in a CFD simulation. The QMOM model described in [6] and
successfully embedded in a CFD simulation required solution of 9 equations. Subsequently



[11], it was shown that a 36-equation QMOM model was more accurate. Based on the
findings in [15], it is likely that the same number of equations will be needed to get similar
reconstruction accuracies for either MOMIC or QMOM.

Bivariate Distribution Reconstruction

For insight into reconstruction of bivariate distributions, consider the following decomposi-
tion of a general bivariate distribution f(z,y) into a marginal-conditional product:

f(z,y)dydx = g(z)h(y; z)dydz

Letting = designate the size variable, one looks for bounds on the second variable y that are
conditional on z. Then one can express y in terms of a displacement w between these bound:

y = (1 —w)l(z) + wu(z)

The factor ¢/ that will occur in the bivariate moments will become:
(i i—k k ;
v =3 (1) 0@ o) w1 - vy
k=0

The product w*(1 —w)’~* is in the form of a beta function kernel, suggesting a beta function
basis for reconstruction in the w direction.

For the specific problem under discussion, one can work in scaled variables such that:
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Here, V,, is the number mean diameter equal to M; o/Myo. The scaling of V' by V,, follows
the approach in developing similarity variables and solutions followed by Friedlander and
co-workers ([20], [21]). The scaling of A is by the surface area of a particle of size V,, at full
coalescence.

It can be shown that the bounds on y are:

I(x) = a:2/3, u(x) = x;l/ga:, Ty =

Vo
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where z, is the scaled value of v,. The bivariate moments in the scaled variables can be
related to the unscaled moments via:
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Using the marginal-conditional decomposition discussed above, and letting the distribution
in the displacement variable w be a beta distribution with conditional parameters a(z) and
b(z), one can show that these scaled bivariate moments are given by:
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When k& =0, this becomes:
Y50 = / @l g(x)da
0

which are the moments of the univariate problem for simultaneous coagulation and breakage
with constant kernels. As discussed earlier, the function g(r) can be reconstructed from
these moments as a sum of modified gamma functions. Therefore, the bivariate moments for
orders k > 0 contain information on the functions a(z) and b(x). A convenient form for these
functions is:

_ b_
a(x) = exp [% +ap+aiz|; b(z)=-exp {ml + by + blx}

which ensures that they always take on positive values. The constants in the above functional
forms are obtained by nonlinear regression against a set of target moments (e.g., 701,711,

V2,15 70,25 V1,25 72,2)-
Bivariate Breakage Daughter Distributions

In order to do calculations, it is necessary to define a bivariate daughter distribution for the
breakage mechanism. In this section, an approach is described that permits the extent of
coalescence of the daughters to “adapt” to the changing extent of coalescence of the parents
as measured by the mean value of the displacement variable w.

Following the marginal-conditional decomposition approach discussed in the foregoing, one
may decompose the daughter distribution:

b(v,a; V, A) = by (v; V)bg(a;v,V, A)

In general, the volume and area of the daughters (v, a) is conditional on the volume and
area of the parents (V, A). The decomposition says that the volume of the daughter is only
conditional on the volume of the parent, and that the area of the daughter is conditional on
all three of the other variables.

Much of the breakage literature describes self-similar daughter distributions:

A ) I}
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The function ¢ depends only on the daughter-to-parent particle volume ratio. Division by
the parent volume V ensures satisfaction of mass conservation in breakage. In [22], it is
shown that a generalization of the Hill-Ng power-law product distribution can be used to

describe a wide variety of distributions. It also is a beta distribution:
29711 — z)ap—D—1
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Here, p is the average number of daughters in a breakage event and the exponent ¢—1 comes
from the underlying joint multivariate distribution used by Hill and Ng [23] to derive their
distributions for multiparticle breakage assuming statistically indistinguishable daughters.
In this case, the underlying joint multivariate distribution is the product of factors z¢~' each
representing the probability of forming a daughter of size z;.

0(z) =p

Extending this to the area dimension, it is hypothesized that the beta function also applies.
In the displacement variable w, this is represented as:

wla (1 — w)re~1
B (qCHra)
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This is termed beta breakage. The parameters ¢, and r, could depend on the size z. For
simplicity’s sake, they were assumed to be independent of size for this study.

If the functions a(z) and b(z) describing the parent distribution are independent of z, then
the mean displacement @ is also independent of z and is equal to:

Vi1 = Vj+2/3,0
Yji+1,0

S T Yj42/3,0
To

w =

for all j. For purposes of estimating ¢, and r,, it is assumed that (a) a(z) and b(z) are constant
and (b) the value of w for the daughters is the same as for the parents. The reasonableness of
assumption (a) was borne out by subsequent model calculations, showing the near agreement
among values of @ calculated for different orders in volume j. Under assumption (b), the
daughters are termed adaptive, and in beta breakage, this requires:

da
qa + Ta
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A well-behaved parameter set satisfying this requirement is:
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The relation at j = 0 was used to estimate w:
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All of this connects back to the population balance via the quantity b;,, which for beta
breakage is:
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where 6, is the m'" moment in z of 6(z):

Steady-State Solutions

One can show that there are two time scales in this problem, 7., the characteristic time
for coagulation and breakage and 7., the characteristic time for coalescence. In solving the
moment models, it is convenient to scale the actual time by 7, and to define a parameter s
in terms of a ratio of characteristic times as shown below:
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In this equation, the superscript > refers to the values at steady state. Analysis of the
system at steady state reveals that there are two limiting types, depending on the value of s:



(1) coagulation-breakage dominated steady states at small s and (2) coalescence dominated
steady states at large s.

As the system approaches full coalescence, the driving force for coalescence goes to zero.
Referring to the moment model described in the foregoing, this means:

ao
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o

Applying the relation between these unscaled moments and the scaled moments gives:
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which reduces to: i
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at full coalescence. In Figure 3, this ratio is plotted as function of the characteristic time
ratio s for various j at k = 1 assuming binary uniform (p=2, ¢=1) adaptive beta daughters.
One sees that at large s, these ratios collapses to unity for all j (the moment order in particle
volume), indicative of a highly coalesced system. For small values of s, these ratios are
greater than unity and split into a spectrum of values in the j index, indicative of dominance
by the coagulation and breakage mechanisms.
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Figure 3: Steady-State Volume-Area Moment Spectra, k=1

As discussed earlier, the mean steady state displacement away from full coalescence can be
estimated from the steady state moments. The dependence of this on the characteristic time
ratio s is shown in Figure 4 to follow a simple power law that is nearly a direct inverse
relationship. One can use this relation to estimate the values of s where coalescence is so
rapid or so slow that coalescence may be safely neglected in formulating the population
balance. The result is that as long as s is greater than about 1.5 or less than .013, one may
neglect the coalescence mechanism in modeling.
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Figure 5 shows a reconstructed bivariate volume-area distribution at steady state for slow
coalescence (s = .1) and binary uniform adaptive beta daughters. The distribution shows
that the larger particles are less coalesced than the smaller particles, taking the form of a
ridge that arcs from small w-small z to large w-large z values, peaking near z = 1. This
illustrates the reconstruction capability of the method.
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Figure 5: Steady-State Volume-Area Distribution, s=0.1

It is possible to utilize the bivariate moments to estimate primary particle size, or equiva-
lently, the number of primary particles per agglomerate ([24],[25]). This is shown in Figure 6
which is a plot of the primary particle diameter scaled by the diameter corresponding to the



number mean particle volume as a function of the scaled volume variable z. For rapid coa-
lescence, one expects a 1/3-power dependence of this diameter ratio on =z, giving a straight
line in log-log coordinates. This is exactly what is seen. For the less coalesced systems,
the primary particle size is considerably smaller than that for a fully coalesced population.
Many powder properties depend on the primary size, and obtaining this type of information
is a major motivation for solving this bivariate problem.
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Figure 6: Steady-State Primary Particle Size

Dynamic System Trajectories

Figure 7 shows the dynamic moment trajectories for binary uniform adaptive beta daughters
at k=0. At k =0, the coalescence term does not contribute. The system is initialized with a
monodisperse distribution of small particles. One sees a rapid development of a metastable
moment spectrum that is invariant at scaled times less than unity. Near unity, this transitions
to an ultimately stable, time-invariant moment spectrum. What has happened is that early
on, the breakage process is a minor contributor because the particles are much smaller
than the coagulation-breakage steady-state size. Coagulation under constant kernel has a
similarity solution (the exponential distribution, with 4; = j!) and this is rapidly achieved
as discussed in [17] for initially coagulation dominated systems. As the particles grow large
enough for breakage to become important, the system transitions to the coagulation-breakage
steady state. This occurs at a scaled time near unity (since the time has been scaled by the
characteristic coagulation-breakage time evaluated under steady-state conditions).
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Figure 5: Univariate Moment Trajectories (k=0)

What has happened in Figure 7 is important background for understanding Figure 8, a
similar trajectory plot for £ = 1. On this graph, the trajectories for three different s values
are superimposed, representing slowly (s = .1), moderately (s = 1) and rapidly (s = 10)
coalescing systems.

For all the systems, the moments rapidly approach an identical set of trajectories representing
the increase in area under constant kernel coagulation. From there, the trajectory sets split
into three separate ones dependent upon s.

For the slowly coalescing systems, the effect of coalescence is delayed until after achievement
of the coagulation-breakage steady state. One sees the transition near scaled time of unity
from area growth under constant kernel coagulation to a metastable state corresponding to
the coagulation-breakage steady state. Then coalescence kicks in and the moment values are
reduced somewhat to the final coagulation-breakage-coalescence steady state. The delayed
impact of coalescence means that the system is highly agglomerated and already in a state
of dynamic equilibrium between coagulation and breakage when coalescence starts. The
steady-state moments are not as low as those at higher values of s, suggesting that surface
area is being renewed by the breakage process as quickly as it is being removed by the
coalescence process at this steady state. This suggests breakage at relatively small grain
boundaries between primary particles rather than primary particle fracture.

For this case, the scaled time at which coalescence kicks in is approximately 7 = 10 which is
approximately equal to 1/s. The relation 7 ~ 1/s is equivalent to ¢t = 7, meaning that coa-
lescence becomes important when the elapsed time is equal to the characteristic coalescence
time. This is the expected result for all values of s.

For the moderately coalescing systems, the overshoot of the final steady state is only exhib-
ited in the lower order moments in j and is attenuated compared to slow coalescence. In the
higher order moments in j, the coagulation-breakage-coalescence steady state is smoothly
approached. As expected, all of the trajectory adjustment occurs at 7 ~ 1/s, which in this



case is near 7 = 1.

For the rapidly coalescing systems, the effect of coalescence again kicks in at = ~ 1/s, which
in this case is near 7 = .1. The effect of coalescence is to reduce the moment values earlier
than the breakage mechanism’s impact is seen. The consequence for moments higher order
in j is a local minimum near 7 = 1 when the effect of breakage increases the area again toward
the coagulation-breakage-coalescence steady state. It must be noted that in this scenario,
the breakage amounts to more than deagglomeration. It must actually represent primary
particle fracture for the moments first-order in area to increase. Whether this is a realistic
case is debatable. However, as shown earlier, one would not use a bivariate formulation for
systems in which s = 10, and one would probably leave out the breakage mechanism unless
one could be sure of the existence of a mechanism that would fracture single, highly-coalesced
particles.

The three ultimate steady states are different although the moment values for s = 1 and
s =10 are relatively close to each other compared to those for s = .1.
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Figure 8: Bivariate Moment Trajectories (k=1)
Conclusions

To recap, a general approach to bivariate problem analysis has been applied to the problem
of simultaneous coagulation, breakage and coalescence to extend earlier work on univariate
distribution reconstruction to the bivariate problem. This technique starts from the notion of
decomposing bivariate distributions into marginal-conditional products, where the marginal
distribution is in the size variable and the second variable has bounds conditional on size.
This allows access to all of the literature on univariate problems including recent results on
distribution reconstruction.

A second transformation of the second variable (in this case surface area) into a displacement
between the lower and upper bounds suggests a beta function basis for reconstructing this
dimension of the distribution function.



In the present instance, this approach was taken for both the parent aerosol distribution and
for the breakage daughter distribution. Beta distributions in a similarity variable are also
known to describe univariate breakage and this functionality was extended to the surface
area dimension. A means was devised to permit the surface-area-related parameters of the
daughter distribution to adapt to the extent of coalescence of the parent distribution.

Moment models based on the MOMIC method were developed for constant rate kernels
and solved to obtain both steady-state and dynamic moment sets. The number of model
equations (27) was of similar magnitude to other accurate moment models (e.g. 36 equations
for the QMOM model in [11]), and substantially smaller compared to either reduced (66
equations) or full (561 equations) two-dimensional sectional models.

Two limiting steady-state types were found, dominated by either (a) coagulation and break-
age or (b) coalescence. The steady-state bivariate moments were used to (a) reconstruct
full bivariate distributions, (b) relate the mean displacement away from full coalescence to
the characteristic time ratio between coalescence and coagulation-breakage, (c¢) use this re-
lation to estimate when bivariate models are needed, and (d) to calculate the dependence of
primary particle size on agglomerate size at steady state.

The dynamic moment trajectories give mechanistic insight by clearly showing the interplay
between the three mechanisms when the system is initially dominated by coagulation alone.
The transition from the similarity solution for constant kernel coagulation to the coagulation-
breakage steady state occurs at times near the characteristic time for coagulation and break-
age. Superimposed on this is the impact of coalescence. When the characteristic time for
coalescence is much shorter than for coagulation-breakage, coalescence collapses the surface
area before breakage kicks in, and any subsequent breakage must reflect primary particle
fracture. This is possibly an unrealistic case and in any event, is outside the range of time
ratio values (s) where a bivariate formulation is needed. When the characteristic coalescence
time is near that for coagulation-breakage, the effect of coalescence is seen during the transi-
tion to the coagulation-breakage steady state. When the characteristic time for coalescence
is longer than for coagulation and breakage, the effect of coalescence is seen after reaching
the coagulation-breakage steady state and can only reduce the surface area partially toward
full coalescence because the surface area is continually renewed by breakage along grain
boundaries between lightly coalesced primary particles.
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