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Abstract: This paper presents a method to handle input constraints when a large scale
system is to be controlled by a model predictive control algorithm which uses a reduced
order model of the process under consideration. A paper machine is used throughout to
motivate and illustrate the method.

1. INTRODUCTION

In control of large scale systems controller reduction
is one method to handle the computational and im-
plementational difficulties arising in a real-time en-
vironment. In their earlier work (Arkun and Kayi-
han, 1998; Rigopoulos, 1999) the authors have ad-
dressed the cross-directional (CD) control of paper
machines which are equipped with large number of
CD actuators. In order to reject disturbances certain
transformations are computed to map a given large
scale input-output system to a lower dimensional sub-
space which captures most of the process dynamics.
Next reduced order controllers are designed in this
lower dimensional space and the resulting controller
inputs are transformed back to the original dimension
and implemented on the real plant. Arkun and Kayi-
han (1998) has used reduced order unconstrained IMC
as controller, whereas (Rigopoulos, 1999) has used a
reduced order constrained model predictive controller.
The goal of this paper is to show how the original
constraints are preserved during the three steps of
model reduction, reduced order MPC design and final
implementation.

2. RATIONALE FOR A REDUCED ORDER
CONTROLLER DESIGN. A MOTIVATING

EXAMPLE: PAPER MACHINE

Paper machines are equipped with large number of
CD actuators (slice lips on the headbox) and scan-
ners provide measurements of the property of interest
(e.g. thickness, basis weight) at many measurement
points across the paper sheet. In addition control in-
puts can be tightly constrained due to the physical
limitations of the actuators. In this work the full order
system model used for CD control is given by (see
(Rigopoulos, 1999)):

yN�k� � g�q�1�GsuN�k��d�k� (1)

whereyN�k� � ℜ N is the measured output (sheet ) to
be controlled at sampling timek ; g�q�1� accounts
for CD dynamics;Gs is the steady state CD actuator
gain matrix;uN�k� � ℜ N is the vector of CD control
elements; andd�k� is the disturbance affecting the
property of interest. Here dimensionN can be very
large (several hundreds).

The idea of building a reduced order representation
of the full system (1) originated from the reduced
order modeling of the disturbances using the method
of Karhunen Loeve Expansion (KLE). KLE generates
a model with only a few degrees of freedom (dL�k�)
that capture the most significant disturbance patterns
(Rigopouloset al., 1997)



d�k� ��LtL�k���N�LtN�L�k� (2)

where� � �φ1� � � � �φL� � � � �φN� consists of the or-
thonormal basis vectors. They are in fact the eigenvec-
tors of the covariance matrix of the random process
d�k�. They can be computed sinced�k� is available
through (1) (we assume that control inputs and outputs
are measured). The vectort is computed by projecting
d onto the set of basis functions, i.e.

tL�k� � ��L�Td�k� (3)

The subspace orderL directly identifies the amount
of sheet variance that is captured by using only the
L most significant modes. Here the interest is in the
design of a constrained feedback controller that is
capable of rejecting theseL significant modes. The
reduced order subspace in which controller design
takes place has been derived in the following way
(Rigopoulos, 1999) Start with the original system (1)
and substitute for disturbance its KLE (1):

yN�k� � g�q�1�GsuN�k�

��LtL�k���N�LtN�L�k� (4)

Perform an orthogonal projection fromℜ N to ℜ L by
multiplying both sides by��L�T :

yL�k� � g�q�1���L�TGsuN�k�� tL�k� (5)

Defining

uL�k� � ��L�T GsuN�k� (6)

the reduced order model for controller design becomes

yL�k� � g�q�1�uL�k�� tL�k� (7)

Once the optimal solutionuL��k� is computed for (7)
it needs to be projected to the full order system (1) so
that it can be implemented on the real plant i.e

uN�k� � ÃuL�k� (8)

For an uncontrained minimum variance type con-
troller Rigopoulos (1999) has shown that the follow-
ing transformation is optimal:

Ã � G�
s �

L (9)

whereG�
s is a generalized inverse ofGs. Final feed-

back configuration is schematically shown in Figure
1.

In many applications disturbances may not be classi-
fied as stationary. In this case KLE and above trans-
formations can still be applied using the most recent
disturbance data; thus, they become time-dependent
and we use subscriptk to denote the time dependence
of retained basis functions�L

k .

Fig. 1. Feedback configuration.

The transformation of the full order system to a sys-
tem that has, potentially, much fewer variables (trans-
formed actuators) is done without explicitly consider-
ing the original actuator constraints. This is because,
there is no way of a-priori knowing which of the
original constraints would be active at the optimum, at
every iteration. Finding the active set would amount
to solving the full-order system. When the actuator
constraints are mapped onto the reduced order space,
the (transformed) feasible region may be empty. The
proposed reduced order design is able to recover from
this by splitting the problem in two steps:

� Step 1: The originalN dimesional input/output
system is transformed into anMk-dimensional
system withL � Mk disturbance modes. The
subscript ’k’, which denotes sampling time, is
included to explicitly show that the input/output
dimensions of the transformed system are time-
varying. The same transformation matrix that
was used in the unconstrained case is also used
here to map the actuator values of the reduced
order system to the original full order system.
Construct the mapping of constraints from the
full to the reduced order system. Check for fea-
sibility of that set, possibly by doing a phase-I
simplex. If the set is feasible, go to step 2. Oth-
erwise, increaseMk by one, and redo this step.
Since the original full order system is considered
to be always feasible, there will be anMk � N
value for which the reduced order system will
also be feasible.

� Step 2: Construct all other quantities necessary
to form the objective function of the QP for
the MPC, and solve the QP,using the feasible
solution of step 1 as the initial value.

Since this method reduced the dimensions of both
input and output spaces, the resulting system is (po-
tentially much) smaller in size than the original one,
hence the reduced memory requirements. It is also
faster, because although the number of constraints
stays the same in the reduced order system, the num-
ber of decision variables (transformed actuators) has



(considerably) decreased, thus, it takes less time to
compute the active set, and thus the optimum solution.

2.1 Actuator Constraints and their Impact on the
Reduced Order Controller Design

There are three types of actuator constraints that are
usually encountered in the production of paper and
other sheet forming processes:

� Lower and upper bound constraints

umin � uN�k�� umax (10)

where usually, because of the problem geometry
and that the actuators are expressed in deviation
form, umax��umin � 0, andumax� INumax.

� Adjacent actuator constraints

mmin �DuN�k�� mmax (11)

where D � ℜ N�N, and for the same reasons
as above,mmax � �mmin � 0, with mmax �
INmmax. In paper machines this constraint effec-
tively penalizes the bending stress of the slice lip.

� Rate constraints

�∆uN�k�� � ∆umax (12)

where,∆uN�k� � uN�k�� uN�k� 1�. Again, it
is common to have∆umax � IN∆umax. This
constraint is imposed in order to avoid drastic
changes in the magnitude of each actuatorwithin
two consecutive time periods, which can lead to
excessive wear and tear of the actuator hardware.

It is assumed that the above set of inequalities isal-
ways consistent, i.e. for the operating conditions for
which the system was designed, there always exists
a feasible solution vectoruN�k�. The situation is dif-
ferent in the case of the reduced order constrained
controller design. In particular, the above set of in-
equalities in the transformed domain becomes

umin � ÃkuL�k� � umax (13)

mmin � DÃkuL�k� � mmax (14)

�∆umax� Ãk�1uL�k�1� � ÃkuL�k�

� ∆umax� Ãk�1uL�k�1� (15)

Thus thenumber of constraints has stayed the same,
but thenumber of decision variables was reduced from
N to L. This point is very important because, assum-
ing that the objective function is quadratic, the com-
putation time for solving a QP problem will depend
heavily on the number of variables, because the latter
sets the upper bound on the number of constraints that
may be active at the optimum. Finding the active set is
one of the most time consuming operations, especially
in the presence of tight constraints. This is why the

reduced order controller design with a low ratioα �
L
N

becomes so appealing.
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Fig. 2. Contour plot of the objective function arising
from a controller with no dynamics (g�q�1� � 1),
N � 2, andL � 1.

On the other hand, because transformation matrix
Ã was constructed based on the unconstrained case,
some of the above inequalities may become infeasible.

Even in the case where no rate constraints are im-
posed,the closed loop performanceobtained from ap-
plication of the reduced order controller may be unac-
ceptable. This arises again from the fact that the range
of Ãk forcesuL�k� to lie in that region ofℜ N where
significant disturbances also lie. But in the presence
of constraints this locus may be far from the full order
constrained minimum. Fig. 2 shows the problem for
a simple example with no dynamics (g � 1), N � 2,
L � 1 and a quadratic objective function. The feasible
region is the rectangleS � ��x�y�� �1� x� 1� �1�
y� 1�. The unconstrained minimum denoted byu N�

unc
is located at�3 �1�T , and it is the same for the full and
for the reduced controller designs. In the presence of
constraints, however, the optimal full order minimum
uN� � �1 �1�T with an objective function minimum of
-9. On the other hand, the locus ofÃuL is the straight
line that passes through points�0 0�T anduN�

unc. The
constrained optimum arising from the reduced order
controller is atuN

� � �1 � 1
3�

T and is equal to -7.22,
which corresponds to a 20% drop in performance over
the full order case that may be deemed unacceptable.

A modification to the reduced order design will be
described now that addresses any feasibility issues
and allows for improvement of the closed loop perfor-
mance. The key idea is toallow the actuator subspace
order to be different from the disturbance subspace
order.Thus the reduced order system will haveL dis-
turbances, andMk � L inputs and outputs. Following
an approach very similar to the one used for the deriva-
tion of Eq. (7) one gets:

yMk�k� � g�q�1�uMk�k��RT
k tL�k� (16)

whereRk � �IL 0L��Mk�L��.

With regard to the above system the following obser-
vations are in order



� ObtaininguN
�
�k� from uMk��k� presents the same

problems as before. Again, a linear relation is
postulated

uN�k� � ÃkuMk�k� (17)

whereÃk � ℜ N�Mk . Eq. 16 can be written more
explicitly as

�
yL�k�

yMk�L�k�

�
� g�q�1�

�
uL�k�

uMk�L�k�

�

�

�
IL

0�Mk�L��L

�
tL�k� (18)

where the top block is completely separate from
the bottom and identical to theL-dimensional
system. Thus, one can apply the results of that
design directly to get̃AL

k � G�
s �

L
k , whereÃk �

�ÃL
k ÃMk�L

k �.

� ÃMk�L
k is obtained by considering the con-

strained minimization problem. In particular, the
inclusion of additional inputsuMk�L�k� is done
so as to increase the number of elements of set
Su � ℜ N where uN

� �k� belongs. This increase
is maximized by appropriately selecting̃AMk�L

k
to maximize the number of elements that be-
long to the range ofÃk. This is accomplished
by designingÃMk�L

k to be orthogonal toÃL
k �

G�
s �

L
k , which is guaranteed by setting̃AMk�L

k �

G�
s �

Mk�L
k , since�Mk�L

k is orthogonal to�L
k .

Finally,

Ãk � G�
s �

Mk
k (19)

2.2 Implementation of Constrained Control through
State-Space Model Predictive Control

In the present work state space MPC as detailed in
(Ricker, 1992) is used. Here we will present only the
important features which are unique to our problem
setting. The control algorithm is based on the reduced
order system given by Eq. 16:

yMk�k� � g�q�1�uMk�k� � RT
k tL�k�

� yMk
u �k� � yMk

d �k� (20)

State-space transformation of yMk
d �k�: Assuming

that the disturbance subspaceL has been selected,
yMk

d �k� is converted to state-space (Rigopoulos, 1999)

xd�k�1� � Ad�k�xd�k���d�k�1�e�k�1� (21)

yMk
d �k� � RT

k C̃d�k�xd�k� (22)

where Ad�k�, and the size of�d�k� depend on the
AutoRegressive (AR) modeling oftL�k�; andC̃d�k� �
��L

k�
TCd�k�. The order of the AR model selected

remains constant throughout the simulation. Thus, al-
though the size ofyMk

d �k� is determined by the size of

Rk which depends onMk, the sizes of the vectors and
matrices of state equation (21) remain unaffected. As
a consequence, varyingMk presents no problem to the
state-space modeling ofyMk

d �k�.

State-space transformation of yMk
u �k�: Because

yMk
u �k� � g�q�1�uMk�k� is a decoupledsystem, its

state-space equivalent description will be in terms of
block-diagonalmatrices:

x�nMk�1�
u �k�1� � A�n̄Mk�

u x�nMk�
u �k��BMk

u uMk�k�(23)

yMk
u �k� � CMk

u x�nMk�
u �k� (24)

where, for exampleA�n̄Mk�
u � diag�An̄ 	 	 	An̄�; each

An̄ � ℜ n�n, with rank[An̄� � n̄ contains the nec-
essary states for the modeling of eachyMk

u�i �k� �

g�q�1�uMk
i �k�.

Now, suppose that at iterationk� 1 the feasibility
of constraints imposesMk�1 � Mk � 1 leading to a

unit increase of inputsuMk�1 �

�
uMk

unew

�
at time k�

1. However, because of the block diagonal nature
of all the state-space matrices involved, the states
appropriated to the modeling of the firstMk elements
of vectoruMk�1�k� 1� will not be influenced by the
new states that must be introduced for the additional
input. This observation is important because it shows
that when the state order increases fromnMk to nMk�
n due to the introduction of additional inputunew, only
the new statesnMk�1 tonMk need to be initialized (to
zero), before the state equation can be used to compute

x�nMk�2�
u �k�2�. The firstnMk states evolve normally.

2.3 Computational Issues and Efficiency

Consider a paper machine withN � 100 CD actuators
where the full order constrained controller is to be
applied withp (prediction horizon)� mh (move hori-
zon)� 4 and all three types of constraints are present.
Then, an optimization problem with 400 variables and
2,400 constraints would have to be solvedat every
sampling time. Even when a reduced order controller
were to be implemented withMk � 30, the task would
not be trivial. Therefore, special attention needs to be
put on the selection of the most suitable optimization
algorithm.

In selecting the most appropriate solver one must,
consider the problem that arises from a potential infea-
sibility due to the dimensionality reduction. The solver
should be able to identify this problem as quickly as
possible and compensate for it by gradually increasing
the actuator subspace orderMk in order to obtain a
feasible region. In this “internal” loop one only needs
to update matrixÃ and increase the size of∆U�k�
before re-checking for feasibility. Updating all other
quantities including the objective function should be
done only once,after feasibility has been ensured.



Of course, should the user decide to reduceMk in an
attempt to speed up the computations, the same type of
feasibility test must be made prior to accepting a lower
Mk value. Evidently, only a primal active set method
works along those lines, because of its inherent need
for thea-priori calculation of a feasible point. Accord-
ing to this strategy, a phase I simplex is performed
repetitively increasingMk by one until an initial fea-
sible point (thus a feasible region) is obtained. Then,
after all appropriate matrices are updated, a search for
the optimum is initiated. This procedure may become
even more efficient by using an interior point (IP)
method to obtain the solution to the phase I simplex
problem, instead of using a standard Dantzig-type LP
solver.

Another point that can have significant impact on the
overall performance of the QP solver is “hot” starts.
In the presence of relatively tight input constraints,
the optimal solution vector does not vary significantly
from one sampling time to the next. Thus, in addition
to ensuring that an initial feasible point is available,
one can further benefit from providing an initial point
that is relatively close to the optimum.

3. EXAMPLES

A paper machine withN � 200 CD actuators and
measurements positions is considered, withg�q�1� �

q�1

1�0�2q�1 , and

Gs � Toeplitz�2�0 0�8 �1�0 �0�8 �0�6

�0�4 0 	 	 	 0�

The full disturbanced�k� consists of 200 CD and 300
MD positions. The last 100 full MD s are illustrated
in Fig. 3. For the modeling equations used to create
this the reader is referred to (Rigopouloset al., 1997).
Using the first 200 full data, KLE indicated that only
L � 3 modes were necessary to capture the signifi-
cant disturbance patterns. Also, an AR(2) model was
sufficient for the modeling of temporal vectorstL�k�.
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Fig. 3. Last section of the disturbance .

Table 1. Description of the sets of con-
straints considered in the example.

Constraints Set umax��umin mmax��mmin ∆umax

set 1 — tight 0.15 0.1 0.005
set 2 — moderate 0.15 0.1 ∞

set 3 — light 0.25 ∞ ∞

The parameters of the AR model and basis functions
�

L
k were also updated at every sampling time. Table

1 gives the values of the various types of constraints
used.

For constraints sets 2 and 3Mk remained constant
throughout the simulation, as no feasibility issues
were encountered. Feasibility problems were encoun-
tered, however, when rate constraints were imposed
(set 1), andMk had to be increased in order to be able
to compute a solution vectoruMk�k�. Also, for each
simulation the time allocated to solving the QP was
recorded, as well as the closed loop .

Fig. 4(a) illustrates the standard deviation of the CD
profile as a function of the actuator subspace order
Mk � 10, 30 and 150 for constraint set 3. The open
loop standard deviation is also included for compar-
ison. Clearly, the controller was able to reduce the
CD variability significantly even when only 10 trans-
formed manipulated variablesuMk�k� were used. What
is more important, however, is the very little improve-
ment achieved by the five-fold increase to the sub-
space order (from 30 to 150) that shows the efficiency
of the reduced order controller design.

Fig. 5(a) and (b) show the number of active constraints
at the optimum when the simulation was started with
initial subspace orderM1 � 10 andM1 � 30, respec-
tively. An increase in the number of active constraints
indicates an increase inMk because an infeasible con-
straint region was encountered. Notice that in almost
all sampling times the number of active constraints is
equal to the number of degrees of freedom, illustrating
how tight the constraints are.

Finally the trade-off between closed loop performance
and computation time is illustrated in Fig. 6 by com-
paring the drop in the sum-of-square (SSE) errorsvs.
the increase in computation time. For example, in the
case of tight constraints, increasingMk from 50 to
100 would result to a less than 1% performance im-
provement, while requiring 340% more computation
time! This clearly shows the significant computational
advantages associated with the implementation of the
reduced order controller design.

4. CONCLUSIONS

We have presented a method to handle input con-
straints when an MPC algorithm is derived based on a
reduced order approximation of the process but imple-
mented on the real process. A paper machine example
is used to demonstrate the method for CD control.
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Abstract: This paper presents a simulation-based strategy for designing a nonlinear
override control scheme to improve the performance of a local linear controller.
The higher-level nonlinear controller monitors the dynamic state of the system
under the local controller and sends an override control action whenever the
system is predicted to move outside an acceptable operating regime under the local
controller. For this purpose, a cost-to-go function is defined, an approximation of
which is constructed by using simulation or historic operation data. The cost-
to-go function delineates the “admissible” region of state space within which the
local controller is effective, thereby yielding a switching rule. The same cost-to-
go function can also be used to calculate override control actions designed to
bring the system state back into the admissible region as quickly as possible.
One potential problem of this approach is the lack of robustness when the
simulation data sparsely cover the state space and the data-based approximation
of the cost-to-go function is extrapolated to a region previously unseen. Hence,
successful application of the proposed method requires safeguarding against undue
extrapolations. For this reason, a kernel-based local approximation, instead of a
global approximator like a neural network, is used to interpolate the cost-to-go
values. It is shown that the kernel-based local regression provides convenient means
to implement a risk-sensitive control scheme which avoids excessive extrapolation.
The proposed scheme is demonstrated and discussed with nonlinear examples.

Keywords: Simulation-Based Approach, Nonlinear Predictive Control, Switching
Controller, Kernel-Based Approximator, Cost-to-Go Function

1. INTRODUCTION

Model predictive control (MPC) is being widely
used in the process industry because of its abil-
ity to control multivariable processes with hard
constraints. Most of the current commercial MPC
solutions are based on linear dynamic models,
which are easier in terms of identification and on-
line computation (Qin and Badgewell, 1997). On
the other hand, many chemical processes exhibit

1 to whom correspondence should be addressed:
jay.lee@che.gatech.edu

strong nonlinearities. This disparity has prompted
several studies on MPC formulations with nonlin-
ear system models (Lee, 1997). Since most Non-
linear MPC (NMPC) formulations require online
solution of a nonlinear program (NLP), issues
related to computational efficiency and stability of
a control algorithm have received much attention.

The initial focus was on formulating a computa-
tionally tractable NMPC method with guaranteed
stability. Mayne and Michalska (1990) showed
that stability can be guaranteed by introducing
a terminal state equality constraint at the end of



prediction horizon. In this case, the value function
for the NMPC can be shown to be a Lyapunov
function under some mild assumptions. Because
the equality constraint is difficult to handle nu-
merically, Michalska and Mayne (1993) extended
their work to suggest a dual-mode MPC scheme
with a local linear state feedback controller in-
side an elliptical invariant region. This effectively
relaxed the terminal equality constraint to an
inequality constraint for the NMPC calculation.
The dual-mode control scheme was designed to
switch between the NMPC and the linear feed-
back controller depending on the location of the
state. Chen and Allgöwer (1998) proposed a quasi-
infinite horizon NMPC, which solves a finite hori-
zon problem with a terminal cost and a terminal
state inequality constraint. The main difference
from the Michalska and Mayne’s method is that
a fictitious local linear state feedback controller is
used only to determine the terminal penalty ma-
trix and the terminal region off-line and switching
between controllers is not required.

These NMPC schemes have theoretical rigor but
have some practical drawbacks. First, these meth-
ods still require solving a multi-stage nonlinear
program at each sample time. Assurance of a glob-
ally optimal solution or even a feasible solution
is difficult to guarantee. Second, the optimization
problem for determining the invariant region for
a local linear controller and the corresponding
terminal weight are both conservative and com-
putationally demanding.

Motivated by the drawbacks and the industry’s
reluctance to adopt full-blown NMPC, we propose
an override (or supervisory) control strategy for
monitoring and improving the performance of a
local controller. Our method is similar to the dual-
mode MPC suggested by Michalska and Mayne
in that both switch between two different con-
trol policies depending on current location of the
state. However, we employ a cost-to-go function
based approach instead of NMPC. First a cost-to-
go function under the local controller is defined,
which serves to delineate the admissible region
within which the local controller can effectively
keep the system inside acceptable operating lim-
its. The same cost-to-go function is also shown
to facilitate the calculation of override control
actions that will bring the system outside the ad-
missible region back into the region as quickly as
possible. We propose to use simulation or historic
data to construct an approximation to the cost-
to-go function. With the cost-to-go function, an
override control action can be calculated by solv-
ing a single stage nonlinear optimization problem,
which is considerably simpler than the multi-stage
nonlinear program solved in the NMPC.

One potential problem of using the cost-to-go val-
ues approximated using simulation data is that it
is only accurate within regions where data existed.
Hence, in the on-line calculation, one has to safe-
guard against unreasonable extrapolation of the
cost-to-go function approximator. This leads to
a risk-sensitive control scheme, where the quality
of approximation gets reflected in the cost-to-go
value. In this paper, we propose to use a local
regression based on Gaussian kernel in order to
implement the risk-sensitive control, which avoids
unreasonable extrapolations.

2. SIMULATION-BASED CONSTRUCTION
OF AN OVERRIDE CONTROLLER

The proposed scheme uses either simulation or
actual plant data to identify the region of the state
space, in which the local controller can effectively
keep the system inside an acceptable operating
regime (defined by some inequalities in the state
space). We do this by assigning to each state a
‘cost-to-go’ value, which is defined as

Jµ(x0) =
∞∑

i=0

αiφ(xi) (1)

where Jµ(x0) is the cost-to-go for state x0 under
the local control policy u = µ(x), 0 < α < 1 is
a discount factor, and φ(xi) is a stage-wise cost
that takes the value of 0 if the state at time i
is inside the acceptable operating limit and 1 if
outside when x0 is the state at time 0. This way,
if a particular state x0 under the control policy
evolves into a state outside the limit in some near
future under the policy µ, the cost-to-go value will
reflect it. On the other hand, those states that are
not a precursor of future violation of the operating
limit will have a negligible cost-to-go value. The
latter states comprise the “admissible” region.

The cost-to-go function is approximated by first
simulating the closed-loop behavior of the non-
linear model under the local linear controller for
various possible operating conditions and distur-
bances. This generates x vs. Jµ(x) data for all
the visited states during the simulation. Then the
generated data can be interpolated to give an
estimate of Jµ(x), J̃µ(x), for any given x in the
state space.

In the real-time application, whenever the process
reaches a state with a significant cost-to-go value,
it is considered to be a warning sign that the local
controller’s action will not be adequate. When this
happens, an override control action is calculated
and implemented to bring the process back to
the “admissible” region where the cost-to-go is
insignificant. One can calculate such an action by
implementing the override policy of



if J̃µ(xt+1(xt, µ(xt))) ≥ η ,

ut = arg
(

min
u′t

J̃µ(xt+1(xt, u
′
t))

)
(2)

where η is a user-given threshold value for
triggering the override control scheme. If no
u′t can be found such that J̃µ(xt+1(xt, u

′
t)) <

J̃µ(xt+1(xt, µ(xt))), then ut = µ(xt) is used for
the current sample time.

3. A KERNEL-BASED APPROXIMATOR OF
COST-TO-GO FUNCTION

In this paper, we propose to use a local regression
instead of the usual choice of a feedforward neu-
ral network to approximate the cost-to-go values.
Empirical studies show that general approxima-
tors (e.g. neural network) are not good choices
for the approximation of cost-to-go function due
to the high nonlinearity and discontinuity of the
cost-to-go function in general (Boyan and Moore,
1995). In addition, Gordon (1995) showed that the
local averager with non-expansive property (e.g.
kernel-based approximation) is compatible with
dynamic programming operator and effective for
representing local characteristics of state spaces.

Another reason for adopting the local regression
approach is our concern for grossly incorrect cost-
to-go estimates that can arise from extrapolating
to a region not accounted for in the simulation
step. In implementing a risk-averse ‘cost-to-go’
based controller, Kaisare et al. (2002) used a
feedforward neural network but gridded the state
space in order to separate regions visited by sim-
ulation from those not. For those cells with little
or no data, a high cost-to-go value was assigned
to prevent the controller from driving the state
trajectory into these uncertain regions. However,
this is difficult to implement for cases with high-
dimension state spaces.

For a convenient implementation of the risk-
averse or rist-sensitive scheme, we propose to use
a variation of Gaussian-kernel-based approxima-
tors. This structure decides whether a reliable
estimate can be given to a query point based on
the available data. For a “reliable” query point
it gives local weights calculated from a Gaussian
kernel to give more influence over the regression
to those training points closer to the query point
than those farther away. The suggested structure
of kernel-base prediction is

f̂(x0) =
∑N

i=1 Kλ(x0, xi)yi∑N
i=1 Kλ(x0, xi)

(3)

where

Kλ(x0, xi) = exp
(
−‖x0 − xi‖22

λ2

)
(4)

The number of neighbor points N is the number
of data points inside a hypersphere, the radius
of which is a user-given value r. In addition to
r, there are other parameters that user should
provide. These are the Gaussian kernel width
λ, minimum number of data points inside the
hypersphere kmin, and the high cost-to-go value
Jh to be assigned to an “unreliable” query point.
Table 1 describes how the estimate of cost-to-go
value for a query point is calculated.

Table 1. “Risk-averse” prediction using
Gaussian-kernel-based approximator

Prediction Algorithm

1. Is the query point x0 in the memory?
a. Yes: Use the value in the memory.
b. No: Go to step 2.

2. Enumerate the data points inside r around the x0.
Is the number of data points greater than kmin?

a. Yes: Average with the kernel.
a. No: J(x0) cannot be estimated. Assign Jh to x0.

4. ILLUSTRATIVE EXAMPLES

4.1 Simple Nonlinear Example

4.1.1. Problem Description We consider a sys-
tem with two states, one output, and one manip-
ulated input described by

x1(k + 1) = x2
1(k)− x2(k) + u(k)

x2(k + 1) = 0.8 exp{x1(k)} − x2(k)u(k)

y(k) = x1(k) (5)

with an equilibrium point of xeq = (−0.3898, 0.5418),
ueq = 0.

We also define the acceptable operating regime by

W (x) =
{

(x1 − x1eq) +
√

3(x2 − x2eq)
}2

+
{

(x2 − x2eq)−
√

3(x1 − x1eq)
0.3

}2

− 4 ≤ 0 (6)

A linear MPC controller was designed based on
a linearized model around the equilibrium point.
The control objective is to regulate y to yeq. The
linear MPC is used as the local controller with the
following design.

min
∆u

p∑

i=1

5ȳ2(k + i) +
m−1∑

l=0

∆ū2(k + l) (7)

with p = 2 and m = 1.

−3 ≤ ū ≤ 3

∆ū ≤ 0.2 (8)



−1 −0.5 0 0.5
−0.5

0

0.5

1

1.5

 x
1

 x
2

LMPC
Dual−Mode

acceptable
operating
region 

equilibrium
point 

initial
point 

Fig. 1. State trajectories under local MPC and
dual-mode controller, x0 = [−0.0898 1.1418]

The closed-loop behavior under the local con-
troller starting at x0 = xeq + [0.3 0.6] =
[−0.0898 1.1418] is shown as dotted lines in Fig.
1. Though the initial point is inside the operating
limit, the system under the local linear controller
violates the limit several times until the system is
regulated to the equilibrium point.

4.1.2. Simulation-Based Design To design the
proposed override controller, closed-loop simula-
tions under the local controller were performed
using 347 initial points inside the operating limit.
The simulations generated 17006 data points and
cost-to-go values for each state in the trajectory
were calculated using Equation (1) with a value
of α = 1 and

φ(xt) =
{

1 if W (x1t, x2t) ≤ 0
0 if W (x1t, x2t) > 0 (9)

Next step is to design a Gaussian-kernel approx-
imator. Considering the coverage of state space,
following parameters were chosen: r = 0.05,
kmin = 3, λ = 0.03, Jh = 30.

The actual value of cost-to-go is zero for the states
inside the admissible region of a linear controller
and outside the region the cost-to-go will be
over unity. This makes the structure of cost-to-
go function very stiff. However, the approximator
will smoothen out the stiff structure a bit by
averaging. Therefore small tolerance value (η =
0.02) was chosen to illustrate a possible shape of
the admissible region under the local controller,
which is illustrated in Fig. 2.

4.1.3. Real-Time Application To compare on-
line performances of the local controller alone and
the dual mode controller (i.e., the local controller
combined with the proposed override controller),
eight initial points different from the training set
were sampled. We also compare the proposed
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Fig. 2. Regions under local controller with J̃(x) <
0.02

dual-mode controller with the successive lineariza-
tion based MPC (SLMPC) scheme suggested by
Lee and Ricker (1994). Finally, we also simulated
the LMPC and the SLMPC with the state con-
straints of −0.95 ≤ x1 ≤ 0.2 and −0.35 ≤ x2 ≤
0.45 (denoted by scLMPC and scSLMPC). The
prediction and control horizons of SLMPC are the
same as those of the LMPC.

The solid lines in Fig. 1 is the state trajectory
with the same initial point under the dual-mode
controller. For the first three points, the over-
ride control actions were used instead of those of
LMPC’s. The proposed scheme successfully steers
the state back to the region with lower cost-to-go
values. Table. 2 shows the sum of stage-wise cost
(the total number of violation of operating limit)
and the suggested control design outperforms for
all the test points. We can also see that imposing
state constraints did not work here as many infea-
sible solutions were returned, eventually causing
divergence.

Table 2. Comparison of performances
(total # of limit violations)

Test pt LMPC SLMPC scLMPC scSLMPC Override

1 div. 5 div. div. 0
2 3 3 div. div. 0
3 2 0 0 div. 0
4 2 0 0 div. 0
5 0 0 div. div. 0
6 0 0 0 div. 0
7 7 15 1 div. 0
8 div. div. div. div. 0

4.2 Bioreactor Example

In this section, we consider a bioreactor example
with two states: biomass and substrate (Bequette,
1998). With a substrate inhibition for growth
rate expression of biomass, the system shows
multiple steady states. To operate at the unstable



equilibrium, closed-loop control must be used.
The system equation is:

dx1

dt
= (µ−D)x1

dx2

dt
= D(x2f − x2)− µx1

Y
(10)

µ =
µmaxx2

km + x2 + k1x2
2

where x1 is biomass concentration and x2 is sub-
strate concentration. Table 3 shows the parame-
ters for the model at the unstable steady state.

Table 3. Model parameters: bioreactor
example

µmax 0.53 hr−1 km 0.12 g/l
k1 0.4545 l/g Y(yield) 0.4
Ds, x2fs 0.3hr−1, 4.0 g/l xs [0.9951 1.5123]

4.2.1. Local Linear Controller A linear MPC
was designed based on a linearized model around
the unstable equilibrium point with sample time
of 0.1h. The control objective is to regulate x to
xs at the equilibrium values and the manipulated
variables are the substrate concentration in the
feed x2f and the dilution rate D. The LMPC
controller parameters we used are Q = 100I, R =
10I, p = 10, and m = 5, where I is a 2 by 2
identity matrix, Q is a state weighting matrix, and
R is an input weighting matrix.

We also define an acceptable operating region as

W (x) =
{

0.52(x1 − x1eq) + 0.85(x2 − x2eq)
7

}2

+
{−0.85(x1 − x1eq) + 0.52(x2 − x2eq)

0.5

}2

(11)

−1≤ 0

which is shown in Fig.3. The input constraints for
MPC is

0 ≤ D ≤ 0.5 |∆D| ≤ 0.2
0 ≤ x2f ≤ 8 |∆x2f | ≤ 2 (12)

The closed-loop behavior under the LMPC for
different initial points are shown in Fig. 3. As
in the previous example, the LMPC cannot drive
the state back into the equilibrium point without
violating the operating limit.

4.2.2. Simulation-Based Dual Mode Controller
With the same definition of one-stage cost as
in Equation (9), a cost-to-go-based override con-
troller was designed. For the simulation, 109 ini-
tial points were sampled inside the operating limit
and closed-loop simulations under the LMPC
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Fig. 3. State trajectories under local MPC
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Fig. 4. State trajectory under dual-mode con-
troller

yielded 21909 points. Parameters for a kernel-
based approximator were chosen as: r = 0.1,
kmin = 5, λ = 0.05, Jh = 50, η = 0.02.

As in the previous example, the dual mode con-
troller successfully navigated the state to the
equilibrium point without violating the operating
limit by searching for the path with lowest cost-
to-go values. One of the sample trajectories tested
is shown in Fig. 4.

5. EVOLUTIONARY IMPROVEMENT OF
COST-TO-GO

Because the approximator employed in the cal-
culation of override control action is based on
the cost-to-go value of the local linear controller,
it is not the optimal cost-to-go. The resulting
override controller from the suboptimal cost-to-go
approximation is also suboptimal. Hence, further
improvement of the override control policy to steer
the system back into the admissible region of the
linear controller is possible by iteratively solving
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troller using improved cost-to-go

the following optimality equation (as in value-
iteration) until J̃ converges.

J̃ i+1(x) = min
u

[
φi(x) + J̃ i+1(f(x, u))

]
(13)

where f is a state transition equation and i
denotes iteration index.

For this purpose, the one-stage cost is re-defined
differently as

φi(x) =
{

1 J̃ i(x) ≥ η

0 J̃ i(x) < η
(14)

With this change, the aim of the optimal control
is to bring the system state back into the “admis-
sible” region as quickly as possible.

The value iteration was performed for the first
illustrative example and the iteration converged
after 5 steps with the following convergence crite-
rion.

‖J̃ i+1(x)− J̃ i(x)‖∞ < 0.1 (15)

Fig. 5 shows one of the state trajectory with the
initial point of x0 = xeq + [ 0.3 0.75 ] when the
improved cost-to-go function is used in the over-
ride control calculation. As shown in the figure,
the improved override controller bring the state
back into the admissible region more efficiently
than that based on the cost-to-go approximation
under the LMPC.

6. CONCLUSION

A simulation-based override control scheme was
shown to improve the performance and stability
of a given local controller. The ease of design and
implementation makes it a potentially appealing
addition to an existing controller in industrial
applications. The suggested framework can give

operators indications on the future performance
of the local controller and also suggest override
control actions, if needed. More realistic situations
such as the case with plant/model mismatch will
be studied next.
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Abstract: A novel control concept for multicomponent distillation columns is pre-
sented. The concept is based on nonlinear wave-propagation phenomena that occur
in counter-current separation processes. On this basis a reduced order model has
been developed in previous work that not only considers profile positions but also
the profile shape itself. The reduced model gives direct access to key parameters
of the plant, such as the separation front positions. Furthermore, it allows real-
time computations for multicomponent distillation columns. Such a model is used
for both, the nonlinear model predictive control (NMPC) and the observer design.
The observer uses temperature measurements and gives estimated temperature and
concentration profile positions as well as compositions in the product streams. The
robustness of the observer is shown intuitively and in simulation studies. The control of
multicomponent distillation is formulated within the NMPC framework by penalising
the deviation of the front positions from their reference points and ensuring the
product specifications by means of constraints. By directly taking account of product
specifications the presented control concept differs from inferential control schemes
known from literature. Due to the fact that the concept is based on simple temperature
measurements an industrial application seems easily possible.

Keywords: multicomponent distillation, wave phenomena, nonlinear model
predictive control, nonlinear observer

1. INTRODUCTION

In the past a vast number of studies has been done
in the area of distillation column control. A review
of the work produced in this field until early 90s is
given by Skogestad (1997). Most of the approaches
consider linear control methods. Although there
exist a number of studies on nonlinear control of
distillation columns, e.g. (Groebel et al., 1995)
they mainly concentrate on high purity binary
distillation; a study together with a review on
this field is presented in (Balasubramhanya and
Doyle III, 1997).

In previous studies tray temperatures are fre-
quently used as controlled variables instead of
product compositions (Luyben, 1973; Yu and Luy-
ben, 1984), since temperatures are easily mea-
sured online. For high purity binary distillation,
the controlled temperatures are easily selected.
In general, sensors are located at points where
the temperature profile has a sharp transition
and this corresponds to some distance away from
the column ends. However such inferential control
relies on the correlation between the tempera-
ture on the measurement trays and the product

composition. This correlation becomes poor for
multicomponent systems and consequently con-
trolling temperatures alone may result in a con-
siderable violation of the product specifications
(Moore, 1992). These difficulties may be overcome
by composition estimators derived on the basis of
temperature measurements, as proposed by e.g.
(Lang and Gilles, 1990; Mejdell and Skogestad,
1991b; Mejdell and Skogestad, 1991a; Quintero-
Marmol et al., 1991; Baratti et al., 1998; Dodds
et al., 2001).

In the last decade a new low order modelling ap-
proach based on nonlinear wave propagation the-
ory was developed for counter-current separation
processes (Marquardt, 1990) taking into account
proper profile shapes (Kienle, 2000). This type
of wave models offers a more precise insight to
the dynamic mechanisms of distillation processes.
Additionally they explicitly take into account the
separation fronts that determine the quality of the
separation.

In (Shin et al., 2000) a nonlinear profile observer
together with a profile position control for bi-



nary distillation columns is presented. That work
makes direct use of the fact that in binary distil-
lation the composition follows from the temper-
ature, which is not possible for multicomponent
systems. In contrast, this contribution aims at
directly controlling the product composition by
adjusting the front position. The capabilities of
wave position observers was shown recently in
(Roffel et al., 2002) for binary distillation.

Recent developments in the area of nonlinear
model predictive control (NMPC) (Allgöwer et
al., 1999) provide an efficient control technique
that is able to deal with the multi-variable nature
of distillation processes and the process operating
constraints. Furthermore, it is directly possible to
utilise the nonlinear process model.

In this contribution, the advantages of the wave
model together with the benefits of NMPC are
used to control separation front positions such
that the product specifications are met. At the
same time further operation limits are respected.
Together with an observer that is also based
on the wave model, this contribution presents
a consistently designed control system that is
directly applicable to multicomponent distillation
columns.

2. NEW CONCEPT FOR DISTILLATION
CONTROL

Most common distillation column models are
based on modelling each tray separately. In con-
trast, the wave model is based on integral balances
and regards the concentration profiles by the use
of suitable wave functions.

In previous studies it was realized that controlling
temperatures on individual trays may have prob-
lems in the precences of disturbances in the feed
composition. I.e. an adjustment of the setpoints
may be come necessary even for binary distilla-
tions in order to operate in specification.

Due to these problems wave propagation based
concepts have been successfully applied to the
control of binary distillation columns (Han and
Park, 1993; Balasubramhanya and Doyle III,
1997). An extensions of those concepts to multi-
component distillation columns is not trivial and
hence such applications are still missing.

Using the wave model introduced in (Kienle,
2000), the concept can be expanded to multicom-
ponent distillation. In this case there are NC − 1
traveling wave fronts, where NC stands for the
number of components. From among NC−1 fronts
the key separation front has to be selected. The
position of this front is used as controlled vari-
able afterwards. The selection can be made by
analysing the concentration profiles obtained at
the desired operating conditions. The key front
is the front which performs the main separation
with respect to the product specifications, e.g. in
Fig. 2 the fronts s1top and s

2
bot near tray 11 and 40

are selected. The key front is typically a balanced
front, i.e. it is a front with zero propagation ve-
locity standing in the middle of a column section.

manipulated variables

estimated front positions

estimated product composition

measured temperatures

product compositioncolumn

observer

NMPC
(wave model)

(wave model)

reference front positions

desired product composition

Fig. 1. Control setup

All other fronts are either pushed to the top or
bottom of the column section and not able to pass
the balanced front. The control aim is to balance
the key front in the presence of disturbances and
load changes.

2.1 Control scheme

Nonlinear model predictive control (NMPC) is
chosen as control strategy since it is able to handle
constraints on the states. Hence, in contrast to
inferential control, the desired product specifica-
tions are respected at any time by including them
as constraints.

The NMPC technique used in this contribution is
based on the following main components: a non-
linear process model, measurements, a state esti-
mator and an optimisation algorithm. As the wave
fronts are not measurable, a suitable observer is
designed to reconstruct the whole system state by
measuring one temperature per column section. In
this study, the same nonlinear wave propagation
model is employed within both the NMPC and
the observer. This makes it less time consuming
to set up the complete control environment and
only one parameter set has to be identified. The
resulting control setup is shown in Fig. 1.

The feasibility of NMPC in real-time by the use of
special high performance optimization algorithm
is shown in (Diehl et al., 2001b; Diehl et al., 2003)
for the control of a binary distillation column.
Compared to the equilibrium stage model used
in (Diehl et al., 2001b), which has 42 differential
states, a wave model based on similar assumptions
only needs 7 differential states. The benefits of
such an immense order reduction, are twofold.
First it is possible to solve NMPC problems with
limited computational power in real-time. Second
the NMPC approach can be further exploited
by the use of highly sophisticated, more time
consuming, optimization strategies.

2.2 The wave model

In this section, the used wave model will be
sketched, for details the reader is referred to
(Kienle, 2000). The column is divided into sections
by in- or outflows like feed or side streams. Each of
these sections, e.g. the rectifying or the stripping
part, is described by a wave model. Wave models
are derived from the constant pattern wave phe-
nomena appearing in distillation processes. The
main equation is the integral component material
balance

dhi
dt

= ṅi,in − ṅi,out i = 1 . . . NC − 1 (1)



over one column section. The integral amount hi
of the component i is calculated with the relation

hi =

NS∑

k=1

nkxi,k i = 1 . . . NC − 1 (2)

where n is the molar liquid holdup and xi the
mole fraction at each of the NS trays. The vapour
holdup is neglected. Both nk and xi,k depend on
the wave position and are calculated from the
wave function. The slope of this wave mainly de-
pends on the wave asymptotes and a mass transfer
coefficient. Furthermore, constant relative volatil-
ities and constant molar holdups are assumed.

The other parts of the column like feed tray,
condenser and reboiler are described by standard
equilibrium models.

3. OBSERVER DESIGN

As pointed out one of the key components of the
proposed operating concept for multicomponent
distillation columns is the observer. Therefore the
main idea is explained in the following and the
robustness of the approach is shown intuitively.
All ideas will be shown for the case of a ternary
distillation, but they can be transfered to distilla-
tions with any number of components.

3.1 Main Idea

The observer is built up of a plant model that
acts as a simulator part and is augmented by
an error injection. The error injection is designed
by insight into the process dynamics (Lang and
Gilles, 1990).

The main idea for the observer design is that the
error injection has to try to match the estimated
fronts with those of the plant. The following
rules for the error injection can be figured out
by analyzing the temperature and composition
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Fig. 2. Columns profiles after a reflux reduction
by 25%. The fronts move in the direction of
the arrows. The dotted line marks the feed
location.

profiles shown in Fig. 2.

The key separating front in the top section, la-
beled s1top in Fig. 2, is located near tray 11 at

the desired operating point. If the estimated tem-
perature at this tray is too high the front has to
be moved down, away from the condenser. This
can be achieved by increasing the mole fraction of
component 1 and decreasing that of component 2
via error injection.

The same analysis can be applied to the key sepa-
rating front s2bot in the bottom section. However,
component 1 does not contribute to the movement
of the front. Consequently there is no sense in
changing the mole fraction of component 1.

This observer design will work in a very robust
way since no assumptions regarding the model
structure as well as the precise parameter values
have been made so far. This idea has been already
successfully applied to a reactive distillation col-
umn in (Grüner et al., 2001).

In the following the placement of the temperature
measurements and subsequently the application
of the proposed error injection to the wave model
which is used as simulator will be shown.

3.2 Sensor Placement

Usually finding the right locations for the sensors
is a difficult and important task in the observer
design for spatially distributed systems. Wrong
sensor placement may even make the process
unobservable.

However, for distillation columns nonlinear wave
propagation theory provides the necessary infor-
mation. From the theory it follows, that there can
be at most one balanced wave, i.e. a wave with
zero propagation velocity in each column section.
All other waves are either pushed against the top
or the bottom boundary of the column section.
Even the smallest changes in the flow rates or the
feed composition will make this balanced wave
move up or down in the column section. Con-
sequently, this wave is the most sensitive to no
matter how small a disturbance to the process is.
Thus a temperature measurement in the middle
of that front at its nominal location will detect
all these movements and is the perfect location
for a sensor. In addition to these considerations it
should be noted that the control aim is to keep
this front at its nominal location. Hence, in stable
closed loop operation the wave will never be too
far away from the sensor.

3.3 Error Injection

As pointed out the idea of the error injection is
to move fronts up and down in the column. This
can be achieved by injecting the estimation error
into the integral component material balances (1)
of the wave model. The resulting equation for one
section, i.e. either stripping or rectifying section is
as follows:

dĥ

dt
= ṅin − ṅout

︸ ︷︷ ︸

simulator

+α
(

Tm − T̂m

)

︸ ︷︷ ︸

error injection

, (3)



where Tm is the measured temperature and α

the NC − 1-dimensional vector of correction co-
efficients. The sign of the components of α in
the integral material balances is chosen according
to the reasoning in Section 3.1. Elements corre-
sponding to compositions that do not contribute
to a front movement may be set to zero. In order
to reduce the number of tuning parameters, the
absolute value of the elements of α is assumed to
be equal, resulting in one tuning parameter per
column section.

The final magnitude of α can only be determined
in closed loop simulation studies. For the following
observer performance analysis the α were chosen
to be αrect = [20, 20]T and αstrip = [0,−20]T .

It is pointed out, that the proposed observer not
only gives estimates for the front positions, but
also for the complete temperature and compo-
sition profiles. I.e., in contrast to e.g. (Shin et
al., 2000), it also estimates the product compo-
sitions. In addition, the proposed observer is ap-
plicable to multicomponent distillation.

3.4 Observer Performance

In order to investigate the performance of the
proposed observer in the presence of unmeasured
disturbances, simulation studies were carried out
by using a much more detailed model, represent-
ing the plant. This model is a tray to tray constant
molar overflow model using saturation pressures
to describe the vapour-liquid equilibrium.

Very difficult disturbances to distillation columns
are changes of the feed composition as shown in
Fig. 3. But even for such a critical disturbance the
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observer shows good performance.

Taking into account that besides other differ-
ences the vapour-liquid-equilibrium of the ob-
server model is different from that of the plant
model the observer gives good quantitative esti-
mates for the product compositions, especially at
the nominal operating point where the estimates
are almost indistinguishable from the plant values.

Even more important for a good closed loop per-
formance of the observer is its ability to capture
the plant dynamics. The time plots of the prod-
uct compositions shown in Fig. 3 verify that the
observer is well able to render the dynamics of the
plant.

Besides the simulation study shown in Fig. 3
numerous other simulation studies were done.

These simulation studies show the robustness and
good performance of the proposed observer and
give full confidence for good closed loop perfor-
mance.

4. CONTROLER DESIGN

In this study, the nonlinear wave propagation
model is employed within the NMPC framework.
In the light of the discussion in Section 2 the
control aim can be defined as to maintain the
wave front positions at their required set points,
while at the same time the product specifications
have to be fulfilled. This has to be achieved in the
presence of disturbances and constraints on the
input and output variables.

The process model required for the NMPC frame-
work is a DAE model of index one in the following
form :

ẋ(t) = f(x(t), z(t),u(t)),
0 = g(x(t), z(t),u(t)),

(4)

together with suitable initial conditions, where
x(t) and z(t) are the differential and algebraic
state vectors, u(t) is the control vector and t is
the time.

The NMPC open-loop optimal control problem to
solve for a prediction horizon [0, Tp], with horizon
length Tp, is given by

min
u(·),x(·)

∫ Tp

0

{

‖Si(t)− Srefi ‖22

}

dt. (5)

The controlled variables are the key front posi-
tions, Si, and desired front positions are denoted

by Srefi . Subscript i corresponds to the column
section. The state and control inequality con-
straints are formulated by

c(x(t), z(t),u(t)) ≥ 0 for t ∈ [0, Tp]. (6)

In this particular case

c(u) =

[

u− umin
umax − u

]

(7)

define lower and upper bounds for the controls.
The important constraints on the top and bottom
product compositions, xT and xB , are given by

[

xT (t)− xrefT

xrefB − xB(t)

]

≥ 0 for t ∈ [0, Tp]. (8)

The constraints on the states, Eq. (8), are treated
as soft constraints using slack variables which are
added in the objective function as linear penalty
terms. Such an approach is particularly useful
when output constraints represent the control
objectives rather than hard limits in the process.
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To ensure nominal stability of the closed system
a practical approach based on the result given in
(Chen and Allgöwer, 1998) was taken. This is done
by dividing the prediction horizon into a control
horizon [0, Tc] and a prediction interval [Tc, Tp]
along which the controls are kept constant at their
final values.

In order to show the advantage of the proposed
control concept at first a NMPC closed loop simu-
lation study for the binary separation of methanol
and 1-propanol is presented in Fig. 4. Controlling
the only existing front in the binary problem is
equivalent to controlling the key separation front
in the ternary case.

The reflux flow-rate, L, and the heat input, Q,
into the reboiler (which corresponds to the vapour
flow rate out of the reboiler) are considered as
manipulated variables (LV configuration).

The scenario considered in the following is a 50 %
step increase of the light component in the feed
occurring after 100 seconds and a decrease to its
original value after 1500 seconds. Tc, is selected
as 1200 seconds with 10 control intervals and
Tp is 30000 seconds. The product concentration
constraints are set to xT (t) ≥ 0.998 and xB ≤
0.001. As shown in Fig. 4 the fronts have to
be shifted to fulfill the product specification at
the top of the column. After the disturbance
disappeared the fronts are shifted back to their
reference points.

If one chooses the inferential control scheme for
the same binary distillation system, the controlled
temperatures would be on trays 15 and 29 similar
to (Diehl et al., 2003) and as Fig. 4 clearly
shows, set-points of the temperature controllers
have to be modified to guarantee the product
specifications.

The NMPC computations are carried out on a
Unix workstation running under Linux (1 Ghz
AMD Athlon processor), using an efficient dy-
namic optimisation algorithm which is based on
a direct multiple shooting approach and available
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as the dynamic optimisation software, MUSCOD-
II (Diehl et al., 2001a).

The application of the control concept to mul-
ticomponent systems is demonstrated for the
ternary system of methanol/ethanol/1-propanol.
The two key fronts to be controlled are s1top and

s2bot located near tray 11 in the rectifying sec-
tion and near tray 40 in the stripping section at
the nominal operating point respectively. Manipu-
lated variables, the reflux ratio, L/D, and the heat
input, Q ( L/D,V configuration) are computed in
6 control intervals each of 900 seconds length and
Tp is 30000 seconds.

Fig. 5 shows the input and state trajectory ob-
tained as a solution to the NMPC open loop opti-
mal control problem in the face of a disturbance in
the feed concentration (33 % step decrease of the
light component). The key front positions, Sr and
Ss are kept nicely around desired reference values.
Meanwhile constraints on the product concentra-
tions, xT ≥ 0.99 and xB ≥ 0.85, are satisfied. The
dynamic optimisation problem for Case II was
solved within the process simulation environment
DIVA(Kröner et al., 1990). A standard Sequential
Quadratic Programming (SQP) algorithm from
NAG library is used. 1

5. CONCLUSION

A novel concept for the control of multicomponent
distillation columns has been proposed. The main
idea of the control concept is based on the ob-
servation that the product composition is mainly
influenced by the key separating front.

The control achieves the desired product spec-
ifications by adjusting the position of the key
separation front in each column section, while the
product specifications are ensured by constraints
in the NMPC. Due to the fact that a direct spec-
ification of the product composition is possible,

1 Current work is on the NMPC closed loop application
for the ternary system within MUSCOD-II environment
and results are likely to be presented at the conference.



the control concept is a direct control concept in
contrast to the many inferential control concepts
in the literature. The capability of the concept
was shown in two case studies for a binary and a
ternary distillation.

The NMPC is provided with the necessary infor-
mation by an observer. Both, observer and NMPC
use the same wave model. The robustness of the
observer with respect to parameter errors as well
as model-plant mismatches is intuitively shown
and validated by simulation studies for a ternary
separation.

In the future the control concept will be applied to
a ternary separation of e.g. methanol/ethanol/1-
propanol in a system of two coupled distillation
columns. This will be done first in simulation stud-
ies and then at the pilot scale plant at the Institut
für Systemdynamik und Regelungstechnik.
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NONLINEAR MODEL PREDICTIVE CONTROL
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Abstract: Based on a reduced-order model of a cement grinding circuit, a nonlinear
model predictive control strategy is developed. The first step of this NMPC study
is the definition of control objectives which consider product fineness, product flow
rate and/or grinding efficiency. At this stage, one of the main concerns is to relate
these objectives to easily measurable particle weight fractions. Second, NMPC is
implemented so as to take the various constraints on the manipulated variables and
operating conditions of the mill into account. Third, robustness with respect to
model uncertainties is analyzed, and the most critical parameters are highlighted.
Finally, an NMPC scheme, combining a stable inner loop for controlling the mill
flow rate and a DMC-like compensation of the model mismatch, is proposed.

Keywords: nonlinear systems; modeling; predictive control;
grinding (comminution); cement industry

1. INTRODUCTION

Control of cement grinding circuits is a delicate
task. According to (Hulbert, 1989) and (Hodouin
and Del Villar, 1994), the difficulties associated
with control arise from two major causes:

• process complexity and nonlinearity: grind-
ing depends on the material content of the
mill, separation is affected by the material
flow rate and the process has recycle;

• lack of measurements: some variables cannot
be measured on-line, others are heavily cor-
rupted by noise.

In recent years, some studies have witnessed the
relevance of model predictive control for cement
grinding processes. In (Mart́ın Sánchez and Rodel-
lar, 1996), a single mill is considered (no down-

1 Author to whom correspondence should be addressed:

e-mail: Renato.Lepore@fpms.ac.be

phone: +32 (0)65374140 fax: +32 (0)65374136

stream classification) and maximization of the
product flow rate is achieved while stabilizing the
degree of material filling. In (Magni et al., 1999), a
nonlinear model of a grinding circuit has been de-
veloped and the delicate problem of stability has
been treated. These studies essentially consider
global variables, e.g., flow rates, total material
content of the mill,. . . .

In contrast with these studies, the authors have
focused on the transport of the material in the
mill and, mostly, on the particle size distribution,
which is highly related to the final properties of
cement, such as the compressive strength. From
this latter philosophy, they have developed:

(1) a distributed-parameter population model,
which has been identified on an industrial
closed-loop grinding process (C.B.R., Bel-
gium) (see (Boulvin, 2000) and (Boulvin et

al., 2002));



(2) a simplified distributed-parameter model,
based on a reduced number of size intervals
(Lepore et al., 2002).

The contribution of the present study is:

• to formulate new control objectives in agree-
ment with the coarser size discretization used
in the reduced-order model (2), i.e., a) a well-
determined fineness of the product, b) either
a maximization of the product flow rate or
an optimization of the grinding efficiency;

• to design a multivariable, constrained NMPC
scheme achieving these objectives, which
considers the input flow rate and the classi-
fier selectivity as manipulated variables. Con-
straints apply a) on magnitudes and slew
rates of the inputs (saturation effects), b)
on the mill flow rate variable (preventing
temperature increase and/or wear as well as
mill overfilling);

• to treat the following aspects of model inac-
curacy: to investigate NMPC robustness to
model uncertainties, to perform a thorough
parameter sensitivity analysis and to study
two types of model mismatch compensation:
(a) a typical DMC-like scheme, which consid-
ers the mismatch as a constant disturbance
over the prediction horizon, (b) the DMC-
like scheme with prior stabilization of the mill
flow rate by a proportional control loop.

In the sequel, the document is divided into five
sections. Section 2 contains the description of the
process and the equations of the reduced-order
model. New control objectives are formulated in
Section 3. In Section 4, the NMPC strategy is
presented, then robustness analysis is considered
in Section 5. Some conclusions and perspectives
are finally presented in Section 6.

2. PROCESS DESCRIPTION AND
MODELING

2.1 Process description

A typical cement grinding circuit is represented in
figure 1, which consists of a single-compartment
ball mill in closed-loop with an air classifier.
The raw material (usually clinker) flow qC is
fed to the rotating mill, in which balls perform
the breakage of the material particles by fracture
and/or attrition. At the other end, the output or
mill flow qM is lifted up by a bucket elevator onto
the classifier which separates the material into
two parts: the product flow qP and the rejected
flow qR, which is recirculated to the mill inlet.
The selectivity of the classifier and, in turn, the
product fineness, can be modified by acting on
special registers Rp. The sum of qC and qR is the
total feed flow, denoted by qF .

Ball mill

Elevator

Classifier

qC qF

qR

Rp Rp

qP

qM

qM

Fig. 1. Closed-loop grinding circuit

2.2 Modeling

Consider the size continuum as divided into three
size intervals numbered 1, 2 and 3 for the coarse,
intermediate and fine particles, respectively. Mass
balances lead to:

∂Xi

∂t
=−ui

∂Xi

∂x
+ Di

∂2Xi

∂x2
+

2∑

j=1

kijϕj ; i=1,2,3

(kij) =





−1 0
+k −1

1 − k +1



 (1)

where:

- Xi is the mass per unit of length of the
particles in size interval i;

- k is the yield fraction of the particles in size
interval 2 appearing from the breakage of the
particles in size interval 1; ϕj is the breakage
rate of the material in size interval j;

- ui is the convection velocity and Di is the
diffusion coefficient of the particles in size
interval i;

The partial differential equations (1) are supple-
mented by initial (2) and boundary (3) conditions:

Xi(0, x) = H0(x)w0;i(x) ∀ x; i=1,2,3 (2)

0 = uiXi − Di

∂Xi

∂x
− qF wF ;i x=0; i=1,2,3

0 =
∂Xi

∂x
x=L; i=1,2,3 (3)

where:

- H0(x) is the initial material content per unit
of length, w0;i(x) is the corresponding mass
fraction in size i;

- qF is the total feed flow rate, wF ;i is the
corresponding mass fraction in size i.

The breakage rates are formulated as follows:

ϕj = αjXje
−βH ; j=1,2 (4)

where:



- αj is the specific rate of breakage for size
interval j;

- H is the hold-up, i.e., (X1 + X2 + X3);
- β is an inhibition coefficient.

The classifier has very fast dynamics compared to
the mill and is therefore described by a steady-
state model. Selectivity is the fraction of material
in each size interval which is recirculated (see the
”fish-hook” curves in 2).
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3. CONTROL OBJECTIVES

The compressive strength specified by the client is
the main goal of the cement manufacturer. Among
the many characteristics of cement, the chemical
composition, which is essentially set during the
kiln operation, and the particle size distribution
are the variables influencing at most the compres-
sive strength. So, given the chemical composition
(as it is considered for the grinding circuit), the
compressive strength is dependent a priori on the
total particle size distribution, which represents a
very complex, hardly interpretable objective.
However, from recent industrial results (experi-
mental data collected at C.B.R., Belgium), it ap-
pears that a strong relationship exists between the
compressive strength and the weight fraction of
the fine particles in the product, denoted by wP ;3.
In figure 3 (wM ;2 is the weight fraction of the inter-
mediate particles at the mill outlet), the arc AB
represents all operating points corresponding to
some constant wP ;3 that are compatible with op-
erational restrictions on the mill flow rate, which
prevent on the one hand dramatic temperature
increase and/or wear of the equipment (e.g., at
least 50 t/h), on the other hand mill overfilling
(e.g., at most 140 t/h).

The second objective, usually more related to
the economical strategy of the company itself,
will set a well-determined operating point on the
characteristic AB. One common strategy is the
maximization of the product flow rate. Provided
that the process characteristic AB is available,
this objective can be uniquely identified by the
corresponding value wPmax

M ;2 (see point 1). This

strategy requires the process to be run at the
stability limit. In fact, the arcs A1 and 1B cor-
respond to stable and unstable operating points,
respectively.
Another strategy could be to optimize the grind-
ing efficiency or, in other words, to avoid over-
grinding. From our description based on three size
intervals, it is suggested to achieve this goal by
avoiding at maximum coarse particles (obviously!)
and also fine particles (overgrinding) at the mill
outlet. So, increasing wM ;2 up to a reasonable
limit, could be the criterion (e.g., point 2). It is
noted that this strategy requires the process to be
run completely in the unstable region.

Several advantages arise from using wP ;3 and
wM ;2 as controlled variables:

• the measurements are simple (two sieve mea-
surements only for each variable) and can
be achieved automatically at moderate cost;
measurement error is small since one can
expect high values for wP ;3 (0.7 ∼ 0.8) and
wM ;2 (0.5 ∼ 0.7); the measurement of wM ;2

is more reliable than, say, the elevator power
which is very affected by mechanical vibra-
tions (low-frequency noise);

• the use of wM ;2 for the achievement of op-
erating point 1 converts an ill-conditioned
optimization problem (well-determined prod-
uct fineness and maximization of the product
flow rate) into a well-conditioned minimiza-
tion of an output error.
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Fig. 3. Steady-state relationship for constant wP ;3

4. NMPC STRATEGY

NMPC consists in determining a set of manipulated-
variable moves over a control horizon of Nu sam-
pling periods that minimizes an objective func-
tion J over a prediction horizon of Nh sampling
periods. The manipulated variables are the feed
flow rate qC and the register position Rp and the
controlled variable y is the vector [wP ;3 wM ;2]

T .
At time instant k, the function J and the reference
trajectory yr;i are defined as follows:

J(k) =

Nh∑

i=1

(yr;i − ŷk;i)
T Q(yr;i − ŷk;i) (5)



yr;i = y∗ + (yk − y∗)e−
iTs

Tr (6)

where:

- ŷk;i is the predicted value at time (k + i)Ts;
- yr;i is the reference value at time (k + i)Ts;
- Q is the weighting matrix
- Ts is the sampling period;
- Tr is the time constant of the reference tra-

jectory;
- y∗ is the two-component set point [w∗P ;3 w∗M ;2]

T

- yk is the two-component measured value

In addition, the following constraints apply:

• box constraints on the manipulated vari-
ables: 0 ≤ qC ≤ qmax

C (saturation of the feed-
ing mechanism), 0 ≤ Rp ≤ Rpmax (minimum
and maximum displacement of the registers)

• linear constraints on the manipulated vari-
ables (limits to the slew rates): | qC(i + 1) −
qC(i) |≤ ∆qmax

C , | Rp(i + 1) − Rp(i) |≤
∆Rpmax

• nonlinear constraints: limits to the mill flow
rate value at the end of the prediction hori-
zon preventing high cement temperatures
(qM ((k + Hp)Ts) ≥ qmin

M ), mill overfilling
(qM ((k + Hp)Ts) ≤ qmax

M )

Table 1 contains the values of the most important
parameters mentioned above.

Ts 10 min qmax
C

50 t/h qmin
M

50 t/h

Tr 10 min Rpmax 100 qmax
M

140 t/h

Hu 1 ∆qmax
C

10 t/h Q I(2,2)
Hp 5 ∆Rpmax 50

Table 1. Parameter values of the NMPC

The minimization of the objective function (5) is
performed using the ”Optimization toolbox 2.0”
from Matlab 6.0. The solution of the partial differ-
ential equations is achieved using (a) a ”method
of lines” Matlab procedure for spatial differentia-
tion (b) standard solvers from Matlab 6.0 for the
integration in time of the differential equations.

5. ROBUSTNESS ANALYSIS AND MODEL
MISMATCH COMPENSATION

In the sequel, we will (1) study the effect of grind-
ing efficiency on steady-state characteristics , and,
in turn, on the performance of the NMPC (2)
evaluate systematically the impact of individual
changes in the parameters (sensitivity analysis)
(3) discuss two correction schemes, i.e., a simple
DMC-like scheme and a DMC-like scheme with
prior stabilization of the mill flow rate by an
internal proportional loop.
For illustration purposes, we consider a step
change in the set point y∗ from the steady-state

value [0.71 0.46]T (stable region) to [0.80 0.56]T

(stability limit).

5.1 Effect of grinding efficiency on steady-state

characteristics

Occurrences of model mismatch are obtained by
modifying the process specific rates of breakage
αmod

i = αproc
i · C (i = 1, 2); cases (a) (C = 0.9)

and (b) (C = 1.1) correspond to lower and higher
efficiency, respectively. The static characteristics
for the process and the two model occurrences are
represented in figure 4, circles indicate the two
corresponding operating points targeted by the
optimization algorithm.
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Fig. 4. Steady-state relationship for wP ;3 = w∗P ;3;
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From the temporal evolution of the most relevant
variables (see figure 5), it can be deduced that:

• in case (a), the high gain existing between
Rp and wP ;3 allows the desired steady-state
value wP ;3 = 0.8 to be reached for the pro-
cess. On the other hand, the input flow rates
computed by the algorithm drive the process
to the operating point represented by a star
in figure 4 (wM ;2 = 0.498); so, NMPC leads
to the desired product fineness but to lower
production flow rate than expected, the dif-
ference increasing with the model mismatch;

• in case (b), the manipulated-variable val-
ues computed by the optimization algorithm
(particularly a too high input flow rate) lead
inevitably to process overfilling. As a result,
the two weight fractions, wP ;3 and wM ;2,
tend to zero.

5.2 NMPC sensitivity to individual parameter

inaccuracies

In the sequel, each parameter is modified by −10%
and +10% from the estimated value and figure 6
represents the resulting effect on the steady-state
characteristics. It is mostly noted that:

- variations in α2 affect substantially the be-
haviour of the model whereas those in α1 do



not (in fact, the lower values of α2 determine
the dominant time constants of the model);

- the parameters k and β are as relevant as α2;
- changes in the velocity u and, particularly,

the diffusion D have little influence on the
steady-state characteristics.
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Fig. 5. NMPC performance with model mismatch
(solid) : C = 0.9; (dashed) : C = 1.1;
(dotted): maximum value constraints
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5.3 Model mismatch compensation

5.3.1. DMC-like scheme In this scheme, the
mismatch at time tk between the process and the

model is viewed as an external, constant distur-
bance on the state vector all over the prediction
horizon. The disturbance dk is first estimated by
dk = xproc;k−xmod;k, then the reference trajectory
is adjusted by the corresponding constant value
over the prediction horizon. Figures 7 and 8 show
the following results when this correction is ap-
plied in cases (a) and (b) of model mismatch:

- case (a): the modified reference trajectories
(dotted lines) require the model to be run
in the unstable region where constraints on
the mill flow rate variable (140 t/h) become
active (see the evolution of the model predic-
tion in figure 8). This constraint is responsi-
ble for the limitation on the input flow rate
qC . The closed-loop process is stable but the
steady-state values (particularly wM ;2) are
not satisfactory;

- case (b): the modification of the reference
trajectory brings the targeted set point into
the stable region, so that the closed-loop
process is stable and no steady-state error
appears.
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Fig. 7. DMC-like compensation results; (solid):
C = 0.9, (dashed): C = 1.1

In conclusion, the DMC-like correction, which
considers the model inaccuracy as a disturbance,
guarantees feasibility and stability but does not
guarantee satisfactory performance, particularly
with respect to the steady-state error of wM ;2.

5.3.2. DMC-like scheme with prior stabilization

Two embedded schemes are used: (a) an inner
proportional loop controls the mill flow rate by
acting on the input flow rate and ensures stable
operation (b) the outer scheme is the NMPC itself
which uses the mill flow rate set point q∗M of the
inner loop instead of the input flow rate qC as
the second manipulated-variable component. The
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Fig. 8. DMC-like compensation results; (solid):
C = 0.9, (dashed): C = 1.1

capabilities of the NMPC are entirely devoted
to the performance achievement. Box constraints
apply on q∗M (0 and 200 t/h) and supplementary
nonlinear constraints apply on the absolute value
of qC , which is now an intermediate variable.
Figure 9 shows the results obtained when the cor-
rection is applied to cases (a) and (b). Both cases
demonstrate stability, satisfactory time responses
and negligible steady-state error.
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Fig. 9. DMC-like with prior stabilization; (solid):
C = 0.9, (dashed): C = 1.1

6. CONCLUSION

Based on a reduced-order model of a cement
grinding plant, a nonlinear model predictive con-
trol strategy is developed and analyzed. As a first
step, new control objectives are defined, which
are based on two weight fractions only: (a) the
fraction of fine particles in the product, which
is related to the compressive strength (b) the
fraction of intermediate-size particles at the mill
output, which is related to product maximization

or optimum grinding efficiency. One major ad-
vantage is that two-sieve measurements of these
variables could be achieved at low cost.
NMPC achieves these objectives by using the reg-
isters’ position and the input flow rate as manip-
ulated variables.
Robustness analysis leads to the following obser-
vations:

• model mismatch may lead to closed-loop in-
stability (for example when the model has
higher grinding efficiency); otherwise, steady-
state errors affect the mill output but not the
product fineness;

• not all the individual parameters have the
same impact; experiments should be designed
to accurately estimate grinding efficiency
and, particularly, the appearance and the dis-
appearance mechanisms of the intermediate-
size particles and the inhibition effect of the
material content;

• a DMC-like scheme cannot guarantee satis-
factory performance; however, when a prior
stabilization of the mill flow rate is achieved
(here with a simple proportional loop using
the input flow rate as a manipulated vari-
able), very satisfactory results are obtained
with DMC-like scheme in terms of stability
and steady-state error.
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COMBINATIONS OF MEASUREMENTS AS

CONTROLLED VARIABLES: APPLICATION

TO A PETLYUK DISTILLATION COLUMN.

V.Alstad, S. Skogestad 1

Department of Chemical Engineering,
Norwegian University of Science and Technology, NTNU,

N-7491 Trondheim, Norway

Abstract: A new simple approach for selecting controlled variables, that give near-
optimal operation with a constant set-point feedback structure in the presence
of uncertainty, is presented. The controlled variables are linear combinations of a
subset of the available measurements. A method for selecting the best sub-set and
the required number of measurements is derived. The method is illustrated on a
Petlyuk (Divided wall) distillation column.

Keywords: Self-optimizing control, Control structure design, Distillation columns

1. INTRODUCTION

Although not widely acknowledged, controlling
the right variables is a key element in overcoming
uncertainty in operation. Control systems often
consist of several layers in a hierarchical structure,
each operating on a different time scale. Typi-
cally, layers include scheduling (weeks), site-wide
optimization (day), local optimization (hours), su-
pervisory/predictive control (minutes) and regu-
latory control (seconds). The layers are intercon-
nected through the controlled variables c. This
paper focuses on the interaction between the local
optimization layer and the feedback control layer,
see Figure 1. The objective is to find good can-
didate controlled variables c with self-optimizing
properties. Self-optimizing control follows the idea
of Morari et al. (1980) where one want to find
controlled variables that, when kept at constant
set-points, operates near optimally under the in-
fluence of disturbances and implementation er-
rors. The disturbances include both exogenous
process disturbances and modeling errors. In typ-
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Fig. 1. Self-optimizing feedback control structure

ical plants the number of disturbances may be
very large. In order to reduce the dimension of the
problem, only slow varying disturbances that are
economically important should be included in the
analysis. Morari et al. (1980) propose to include
disturbances that have a large effect on the objec-
tive, (∂Jopt

∂di
), and let the remaining disturbances

be handled by the regulatory layer



In plant operation the basic goal is to optimize an
economic measure of the operation, while satis-
fying equality and inequality constraints (such as
product specifications, safety constraints, environ-
mental regulations etc.). Since plant economics is
primarily decided by steady-state behavior, only
steady-state information is used in the rest of this
paper. For a given disturbance (d), optimal op-
eration is defined as the solution to the following
problem:

min
u0

J0(x0,u0,d) (1)

f(x0,u0,d) = 0 (2)

g(x0,u0,d) ≤ 0 (3)

x0 ∈ Rnx0 , u0 ∈ Rnu0 , d ∈ Rnd

where f are the equality constraints, g the inequal-
ity constraints, u0 the free independent variables
(inputs), d the disturbances and x0 the states. At
the nominal optimum a subset (g′) of the inequal-
ity constraints will be active and for small changes
in the disturbance from the nominal point, it
is assumed that the active set does not change.
Thus, the reduced space optimization problem is:

min
u

J0(x,u,d) (4)

f ′(x,u,d) = 0 (5)

where f ′ = [f g′]T , x = [x0 u′]T where u′ ∈ u0

is the subset used to fulfill the active constraints
(g′ = 0) and u ∈ u0 denotes the remaining
unconstrained reduced space degrees of freedom.
By formally eliminating the states (x) by using
the equality constraints (f ′ = 0), the remaining
unconstrained problem, which is the focus in the
rest of this paper, becomes:

min
u

J(u,d) (6)

where u ∈ Rnu . The solution of the result-
ing problem in (4) may be categorized into two
classes. Let nf ′ = dim(f ′). If nu = nu0

+ (nx0
−

nf ′) = 0, all degrees of freedom must be used
to fulfill the constraints and implementation is
usually simple by using the ideas of active con-
straint control (Maarleveld and Rijnsdorp, 1970).
In case of nu > 0, implementing the remaining nu

unconstrained degrees of freedom is not straight
forward and this will be the focus in the rest of
this paper.

.

Online information about the system behavior is
available from the measurements in the plant:

y0 = fy0
(u,d) (7)

Based on the online information y0, the most
obvious operational policy is to use some sort of

optimizing controller with frequent model updates
and re-optimization. A much simpler approach for
practical applications, is to utilize the ideas of self-
optimizing control.

Self-optimizing control (Skogestad, 2000) is
when an acceptable loss can be achieved using
constant set-points cs for the controlled variables c

(without the need to re-optimize when disturbances
occur).

The loss is defined as the difference between the
objective using the constant feedback structure
and the true optimal objective

L = J(cs + n,d) − Jopt(d) (8)

where n is the implementation error (measure-
ment and set-point error) in enforcing c = cs.
The central issue when searching for the self-
optimizing control structure, is to decide how to
best implement the optimal policy in the presence
of uncertainty.

The optimal self-optimizing control structure may
be formulated mathematically by:

min
h

∫

d∈D

∫

n∈N

J(u,d) dn dd (9)

y = fy(u,d) (10)

h(y) = cs + n (11)

where y ∈ y0 and u is an implicit function of h, d,
cs and n. The goal is to find the optimal function
h interconnecting the measurements and the con-
trolled variables. We assume in this paper that we
use nominally optimal set-points, cs = copt(d

∗),
but it is also possible to compute the “robust
optimal set-points” by minimizing with respect
to cs in (9) (Govatsmark and Skogestad, 2002).
In practice (9) may be solved by discretizing the
disturbance and implementation error space and
calculate some weighted average over all points.
Clearly, this is a non-convex combinatorial opti-
mization problem, that may be very difficult to
solve in practice. A much simpler method for se-
lecting the interconnecting structure h is needed.

2. PREVIOUS WORK ON SELECTION OF
CONTROLLED VARIABLES

Skogestad et al. (2003) use a Taylor series ex-
pansion of the loss function around the nominal
optimal point to develop two methods for selecting
controlled variables, the “singular value rule” and
the “exact local method”. The exact local method,
is based on the second order Taylor series expan-
sion of the loss function L = 1

2
‖z‖2

2 with

z = J1/2
uu [(J−1∗

uu J∗
du − G−1Gd)(∆d) + G−1n]



where Juuand Jud are the second derivatives of J
and G and Gd are given by ∆c = G∆u + Gd∆d.
By proper scaling and assuming that ‖[d n]T ‖2 ≤
1, the worst-case loss is:

L =
σ([Md Mn])2

2
(12)

Md = J1/2
uu (J−1∗

uu J∗
du − G−1Gd)Wd (13)

Mn = J1/2
uu G−1Wn (14)

where Wd and Wn are positive diagonal matrices
representing the expected magnitudes of the dis-
turbances and implementation errors respectively.
This method require that, for each candidate set
the singular value of the matrix M is calculated.
The second method, the singular value rule, is
based on scaling the candidate set of controlled
variables, and select controlled variables that
maximize the minimum singular value of the gain
matrix G.

Mahajanam et al. (2001) propose a “short-cut”
method to eliminate poor choices and to generate
rank alternatives without solving the optimization
problem. The method is based on scaling all
candidate controlled variables so that they have
similar effects on the steady-state profit.

3. PROPOSED METHOD FOR SELECTING
CONTROLLED VARIABLES AS LINEAR

COMBINATIONS OF THE MEASUREMENTS

We here consider the remaining unconstrained
optimization problem in (6), and the objective
is to find variables c to be kept at constant set-
points. In general, we have

c = h(y) (15)

where y ∈ y0 is the subset of all available
measurements which we choose to make use of.
Note that y0 generally also includes the input
variables u. Previous work (Skogestad, 2000) has
mainly focused on using single measurements as
controlled variables, ie. c = y. The generally non-
linear function h is free to choose, except that
the controlled variables are assumed independent
and that the number of controlled variables (c’s)
equals the number of remaining unconstrained
degrees of freedom (u’s). In this paper, we consider
only linear combinations of the measurements

∆c = H∆y (16)

where the matrix H is free to choose. Skoges-
tad et al. (2003) use (12) to search for the opti-
mal measurement combination (matrix H), taking
into account both disturbances and implementa-
tion errors, but this is generally a very difficult
problem. However, as shown below, it is actually

trivial to find the optimal H for the case with
no implementation error (n = 0). We use the
following insight: With no implementation error,
the constant set-point policy (c = cs) is optimal if
copt(d) is independent of d. Of course, the optimal
values of the individual measurements y depend
on d, which for a small disturbance change may
be written

∆yopt = yopt(d) − yopt(d
∗) = (17)

F (d − d∗) = F∆d

where F =
(

dyopt

dd

)∗

. For example, F may be

obtained numerically by solving the optimiza-
tion problem (4) for small changes in the dis-
turbance, and from this obtaining uopt(d) as
well as yopt(d). F must be understood as an
constrained optimal linear mapping. Ganesh and
Biegler (1987) give an efficient and rigorous strat-
egy for finding the optimal sensitivity based on
a reduced Hessian method. From (16) the corre-
sponding change in the optimal value of c is

∆copt = H∆yopt (18)

Now require that

∆copt = HF∆d = 0 (19)

This needs to be satisfied for any ∆d so

HF = 0 (20)

For this to hold, Hshould be in the left null
space of F (H ∈ N (F T )). This requirement is
always possible to fulfill, if there are enough mea-
surements available in the plant. There are nu

unconstrained degrees of freedom (the length of
vectors u and c are nu), ny independent measure-
ments used when forming c, and nd independent
disturbances. Then F is a ny × nd matrix and H
a nu × ny matrix. The fundamental theorem of
linear algebra (Strang, 1988) gives that N (F T ),
the left null space of F has rank ny − r, where
r = rank(F ) = nd. Since H ∈ N (F T ) it follows
that rank(H) = ny − nd and by assuming that
the number of controlled variables must be equal
to the number of inputs, rank(H) = nu.

ny − nd = nu ⇔ ny = nu + nd (21)

so that the minimum number of measurements
needed, is equal to the number of inputs plus the
number of disturbances.

3.1 Comparison with the exact local method

The linearized models at the nominal point is

∆y = Gy∆u + Gy
d∆d (22)



where Gy = (∂fy/∂uT )∗ and Gy
d = (∂fy/∂dT )∗.

For a disturbance change we have (Skogestad et
al., 2003).

uopt(d) − uopt(d
∗) = −J∗−1

uu J∗
du(d − d∗ (23)

Thus

∆yopt =
[

−GyJ∗−1
uu J∗

du + Gy
d

]

(d − d∗) (24)

By using G = HGy and Gd = HGy
d in (13),

setting Md = 0, assuming no implementation
error and rearranging we get GJ−1∗

uu J∗
du −Gd = 0

and inserting into (24) we re-derive ∆copt =
H∆yopt = 0. Note that

F = −GyJ−1
uu Jdu + Gy

d (25)

4. A TWO-STEP METHOD CONSIDERING
DISTURBANCES AND IMPLEMENTATION

ERRORS.

From the analysis in Section 3, see (12) to (14), it
is evident that even if Md = 0 the loss may still be
large, since Mn is non-zero due to the implementa-
tion error. As stated, the selection matrix H is not
unique, since there is freedom in selecting another
sub-set of measurements. This may be utilized in
order to reduce the effect of the implementation
error, while still ensuring Md = 0. The selection
of a sub-set y of the available measurements y0,
should reflect two goals. First, since the feedback
structure must correct for disturbances in order to
keep the plant optimal, the disturbances must be
observable in the process (high gain in Gd). Sec-
ond, in order to reduce the implementation error,
it is evident from (14) that G−1 should be small
in all directions (e.g σ(G) should be large). Based
on these observations, it is proposed here to se-
lect measurements sequentially, that maximize the
minimum singular value of the scaled augmented
plant ∆y′ = G̃y∆̃u = [Gy′ Gy′

d ][∆u′ ∆d′]T .

The reason for using σ(G̃y) rather than σ(G) and
σ(Gd), is that H is not known a priori. To justify
this, the following applies:

σ(H)σ(G̃y) ≤ σ(HG̃y) = (26)

σ([G Gd]) ≤ min(σ(G), σ(Gd))

(Skogestad and Postlethwaite, 1996), (Horn and
Johnson, 1991), where it is alway possible to select
σ(H) = 1. Thus, σ(G̃y) provide a lower bound on
σ(G) and σ(Gd). In addition, if σ(G̃y) is nonzero
this guarantees that F has full rank nd, see (19),
which is required to ensure that F 6= 0 for all d.
This follows from (25) since Gy and Gy

d has full

rank nu and nd respectively, and G̃y has full rank
nu + nd.

The proposed method of selecting controlled vari-
ables as linear combinations of the measurements
is summarized in Section 4.1.

4.1 Details of procedure

Assume that ny0
≥ nu + nd and the nominal

optimal point is uopt(d
∗)

(1) Linearization. Linearize the process model
around the nominal optimal point. This give
Gy0and Gy0

d for all measurements y0.
(2) Scaling Scale each measurement y0,i with its

corresponding implementation error (|ny0,i
|),

each input uj with its corresponding allow-
able range (∆uj,max) and each disturbance
dk by its corresponding expected distur-
bance. This give the scaling matrices Wny0

=
diag(|n0,i|), Wu = diag(∆uj,max) and Wd =
diag(|dk|)

(3) Selection of measurements.
(a) Augmented process model. Calcu-

late the scaled process model ∆y′
0 =

Gy0′∆u′+Gy0′

d ∆d′ = W−1
ny0

Gy0Wu∆u′+

W−1
ny0

Gy0

d Wd∆d′ and obtain a new pro-
cess matrix

∆y′
0 = G̃y0∆̃u = [Gy0′ Gy0′

d ][∆u′ ∆d′]T

(b) Selection of the first measurement.

Calculate the row norm ‖G̃i
y0

‖2 for all
rows i and sort by decreasing row norm.
Select the row with highest norm and
add the corresponding row of the pro-
cess matrix to a selection process matrix
G̃y

1 = maxi‖G̃
y0

i ‖2

(c) Selection of the additional mea-

surements. Until ny = nu + nd add
measurements to the selection process
matrix one-by-one

G̃y
j+1,i =

[

G̃y
j

G̃y0

i

]

for all i and calculate the minimum sin-
gular value for all the combinations. Se-
lect the new measurement which has the
highest minimum singular value and add
to the selection process matrix.

(4) Null space of F and selection of con-

trolled variables.
(a) Obtain F , for example, numerically from

the non-linear equations, F =
(

dyopt

dd

)∗

,

or from (24).
(b) Calculate the null space N (F T ).
(c) Select H such that H ∈ N (F T ) and the

rows of H form a orthonormal basis. This
ensure that ∆copt = H∆yopt = 0



5. EXAMPLE: “PETLYUK” (DIVIDING
WALL) DISTILLATION COLUMN

The thermally integrated divided wall (“Pet-
lyuk”) arrangement has several advantages com-
pared to the traditional arrangements. Smith and
Triantafyllou (1992) report typical savings in the
order of 30% in both energy and capital costs
compared to traditional arrangements with two
columns in series. The Petlyuk column shown
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Fig. 2. The Petlyuk Distillation column imple-
mented in a single column shell.

in Figure 2 has at steady state five degrees of
freedom, which may be selected as the following
inputs u = [V L S Rl Rv]

T (boil-up, reflux,
mid product side-stream flow, liquid split and va-
por split). The product quality constraints corre-
spond to the top purity (xD,A), the bottom purity
(xB,C), the side-stream purity (xS,B). The main
contribution to the operational cost is the reboiler
vapor flow, so the plant objective is to minimize:

J(x, u, d) = V (27)

The model of the column is based on the assump-
tion of constant relative volalities (α = [9 3 1]T ),
constant pressure, equilibrium on all stages, total
condenser and constant molar flows. The tray
temperatures are calculated based on the compo-
sitions using Antoine’s equation.

Nominal data: Feed flow F ∗ = 1, liquid frac-
tion q∗ = 0.477, feed compositions z∗

A = z∗B =
z∗C = 1/3 and product inequality constraints
[xD,A xS,B xB,C ]T ≥ 0.97. The nominal optimal
inputs are uopt(d∗) = [L∗ V ∗ S∗ R∗

l R∗
v]

T =
[0.718 0.5810 0.3227 0.3792 0.5123]T . Only eco-
nomically important disturbances should be in-
cluded in the analysis, which correspond to the
disturbances zA and q, the composition of com-
ponent A the liquid fraction in the feed respec-

tively, where d = [zA q]T = [z∗A ± 0.1 q∗ ± 0.1]T .
Since only intensive measurements are considered,
feed flow rate is neglected as a disturbance. The
implementation error is assumed to be |n| =
[|nTj,i

| |nRl
| |nRv

|]T = [0.4 0.05 0.05]T .

For the disturbance range considered here, the
optimally active constraints that need to be con-
trolled, are the product compositions for the top,
bottom and side-stream ([xD,A xS,B xB,C ]T =
0.97), removing three degrees of freedom (L, V
and S).

Based on the observation that the objective func-
tion has one “strong” and one “weak” direction,
Halvorsen and Skogestad (1999) stated that in
order to track the optimal trajectory only one
of the remaining degrees of freedom need to be
adjusted, so they propose to fix Rv . This is also
reasonable from a practical point of view, due
to the practical difficulties of implementing the
vapor split. For the remaining degrees of freedom,
only temperature measurements or combinations
thereof are considered.

Halvorsen and Skogestad (1999) studied sev-
eral candidate controlled variables for good self-
optimizing properties, where the most promising
control structure was to control DTS , a measure
of the temperature profile symmetry across the
dividing wall, and Rv . DTS is defined as DTS =
∑

T1,i − T4,i −

∑

T2,i − T5,i , where Tj,i is the tem-
perature of tray i in section j.

For the remaining degree of freedom, only temper-
ature measurements or combinations thereof are
considered. In addition to the structure (Rv ,DTS)
proposed by Halvorsen and Skogestad (1999), sev-
eral other structures are considered; (Rv , T1,7),
(Rv , T1,2) and the open loop structure (Rv , Rl).

In addition, two structures based on the methods
proposed in this paper, are compared for self-
optimizing properties.

1. (Rv ,cLC,3) with Rv fixed and the implemen-
tation error in Rv is added as a disturbance.
Thus, d = [zA q nRv

] and the number of mea-
surements needed is ny = nu + nd = 1 + 3 =
4. Maximizing the minimum singular value of
the scaled augmented plant give that the subset
T5,5, T2,2, T4,2, T2.1 of the temperature measure-
ments should be combined. Selecting c = Hy such
that H is in the left null space of F , result in
cLC,3 = −0.959T5,5 + 0.1969T2,2 + 0.00956T4,2 +
0.1770T6,3.

2. (cLC,1,cLC,2). This case was included in order
to check if there is any additional economic advan-
tage of using both degrees of freedom as inputs.
Here we have two unconstrained degrees of free-
dom and the number of required measurements is



ny = nu + nd = 2 + 2 = 4. The temperatures
T5,5, T2,3, T4,2, T2,1 minimized the singular value
of the augmented plant and the corresponding
optimal measurement combinations are cLC,1 =
0.222T5,5− 0.7052T2,3 + 0.490T4,2 + 0.462T2,1 and
cLC,2 = −0.946T5,5 − 0.003T2,3 + 0.1592T4,2 +
0.2821T2,1. For the controlled variables that are
linear combinations of the measurements it is as-
sumed that the implementation error is nc,i =
‖HiWy‖2.

In calculating the loss in Table 1, it is assumed
that the combined implementation and distur-
bance vector is 2-norm bounded and that there
is no implementation error in enforcing the active
constraints. The average loss is calculated as a
weighted sum of all combinations of the imple-
mentation and disturbance vector in which each
disturbance and implementation error has a low,
nominal and high value, with equal weighting.

Table 1. Loss for the different controlled
variables in the Petlyuk Column case

c1 c2 Average loss (%) Worst case loss (%)

cLC,1 cLC,2 0.01 0.02
Rv cLC,3 0.16 0.87
Rv DTs 2.40 11.9
Rv Rl 18.0 123.0
Rv T1,7 22.7 118.4
Rv T5,2 infeasible infeasible

As seen from Table 1, control structures (cLC,1,
cLC,2) and (Rv , cLC,3) track the optimal trajec-
tory and give near-optimal operation. Control-
ling structure (Rv,DTs) also give acceptable op-
eration, while controlling the single temperatures
(T1,7 and T5,2) give a very high loss or infeasible
operation, which is expected since a change in
the inflow composition is one of the disturbances.
From Table 1 it is evident that fixing Rv gives only
a small increase in the loss, but this is necessarily
not true for all liquid fractions in the feed.

6. CONCLUDING REMARKS

Selecting the right variable to control is of great
importance to overcome uncertainty in operation.
A new method for selecting controlled variables
as linear combinations of a subset of the available
measurements has been proposed in addition to a
method for selecting the subset of measurements.
The idea is to find a linear combination of the
measurements such that ∆copt = H∆yopt = 0
by using as many measurements as there are
unconstrained inputs and disturbances. From a
linear point of view, the proposed method guar-
anty perfect self-optimizing properties if we ne-
glect implementation error. The proposed method
has been illustrated on a simulated Petlyuk dis-
tillation column, which show that the proposed

method give controlled variables with good self-
optimizing properties.
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