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Abstract: Pressure swing adsorption (PSA) plants consist of several fixed-bed
adsorbers and are operated as cyclic multi-step processes. PSA processes are used
for the separation and purification of gas mixtures. Based on a rigorous distributed
parameter model of the considered 2-bed PSA plant, a process control scheme is
derived which is composed of a nonlinear feedforward control and a linear feedback
control. For the design of the feedforward control, a numerical approach for the
inversion of the rigorous plant model is presented. The designed trajectory control
scheme is evaluated by use of the PSA plant simulation model.
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1. INTRODUCTION

Pressure swing adsorption (PSA) is a standard
process technique for the separation of gas mix-
tures (Ruthven et al., 1994). The plants consist
in general of several fixed-bed adsorbers and are
operated as cyclic multi-step processes, i.e. the
connections between the different adsorbers are
changed by the switching of valves at the transi-
tion from one cycle step to the next. Thereby, a
periodic operation is realized for the adsorption
process.

In this contribution, a 2-bed pressure swing ad-
sorption plant for the production of oxygen from
air is considered. Its flowsheet is shown in Figure
1. Each fixed-bed adsorber is described by a non-
linear model with distributed parameters (Unger,
1999). The implementation of a rigorous PSA
model within e.g. the simulation environment
Diva (Kohler et al., 2001) enables its dynam-
ical analysis and the evaluation of new control
schemes.

A characteristic feature of PSA plants concerns
the occurrence of nonlinear travelling concentra-
tion waves which are alternating their propagation
direction as a consequence of the periodic process
operation. In accordance with the cyclic coupling
of the fixed-bed adsorbers, the occurring waves
travel back and forth within the two adsorber
beds and are thereby changing their shape, see
Figure 1. The cycle time as well as the duration of
the cycle steps do considerably affect the product
concentration, because they determine the extent
of breakthrough of a concentration front at the
product end of the adsorber beds. The cycle time
is therefore considered to be the manipulating
variable of the process.

The appropriate operation of the PSA plant re-
quires the solution of two control tasks in order
to guarantee a desired purity of the product,
i.e. the average concentration in the oxygen tank,
see Figure 1. These control tasks comprise the
stabilization of operating points as well as the
trajectory control for set-point changes. The main
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Fig. 1. Flowsheet of a 2-bed pressure swing adsorption plant for oxygen production from air with travelling
oxygen concentration waves yp, (2,t), @ € {1,2} in both beds (middle), the coupling schemes for the
adsorbers during a 4-step cycle (bottom), and the proposed process control scheme (top).

topic of this contribution is the trajectory control
of the product purity. Therefore, a process control
scheme is presented which consists of a feedfor-
ward control and a feedback control, see Figure 1.

The paper is organized as follows: in the next
section, the model of the 2-bed pressure swing
adsorption plant for the production of oxygen
from air is briefly introduced and the occurring
control design problem is specified. Then, an ap-
proach for the numerical model inversion used for
the determination of the feedforward control is
explained, the design of the feedback control is
discussed, and the whole process control scheme
is presented. Finally, the efficiency of the whole
control concept is demonstrated by simulations
with the rigorous PSA model.

2. TWO-BED PRESSURE SWING
ADSORPTION PLANT

The considered 2-bed PSA plant, Figure 1, is used
for the oxygen production from air for medical
purposes. The produced oxygen is stored in a tank
from which it is taken off by the consumer. The

operation cycle consists of four steps: adsorption,
pressure equalization I, purge, and pressure equal-
ization II. The related four coupling schemes of
the two adsorbers are depicted at the bottom of
Figure 1.

2.1 Nonlinear PSA plant model

Each adsorber consists of a series connection of a
prelayer and an adsorption layer with space ranges
0 <2< L; and L; < z < L, respectively, see
Figure 1. The adsorption layer model® considers
air as a binary mixture of oxygen and nitrogen,
and emanates from two phases, i.e. a gaseous
and an adsorbed phase. The prelayer adsorbs
moisture, which is neglected, and is therefore
modeled as a gaseous phase only.

The distributed parameter model for the adsorp-
tion layer of each adsorber, i € {1, 2} consists of
six quasilinear partial differential algebraic equa-
tions for the pressure pf(z, t), oxygen mole fraction

1 The detailed model as well as simulation results can be
found in (Unger, 1999) and are also given in (Bitzer and
Zeitz, 2002; Bitzer et al., 2002).
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(The BCs depend on the connections between the
adsorbers during the jt* cycle step of the k*h cycle, see
Figures 1 and 2.)

A similar model of 4 PDAEs with BCs and ICs is given
for the prelayer.

Model of oxygen tank:
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T
with state vector @ = [pt, ytoz, Tt] .

Table 1. Model of 2-bed PSA plant.

Y5, (2,t) in the gaseous phase, adsorbed amounts
gt (2,t), k € {02, N>}, temperature T(z,t), and
molar flux 7%(z,t). The states depend on one space
coordinate z and on time ¢.

The model of an adsorption layer can be written
in vector notation (Bitzer and Zeitz, 2002) of
partial differential algebraic equations (PDAEs),
boundary conditions (BCs), and initial conditions
(ICs) as shown in Table 1. A similar model for the
prelayer is obtained by neglecting the respective
terms and equations for the adsorbed amounts
g, k € {O2,N>} and consists therefore of four
PDAEs and respective BCs and ICs. The model of
the product tank is given by three ordinary differ-
ential equations (ODEs) for the pressure pt(t), the
oxygen mole fraction yf, (t), and the temperature
Tt(t) (see Table 1). The output molar flow rate
nt.+(t) is a time-variant operational parameter
which can be adjusted. For the simulation of the
PSA plant model, the simulation environment
Diva (Kohler et al., 2001) is used. Thereby, the
model equations are spatially discretized accord-
ing to the method of lines approach.

2.2 Cyclic operation and control problem

Each PSA plant is operated according to a spe-
cific cycle which determines the periodic oper-
ation mode of the plant. The respective opera-
tion mode represents the specific structural cou-
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Fig. 2. Scheme of the cyclic 4-step operation of
the considered 2-bed PSA plant.

plings which are associated to each step. As a
consequence, the two adsorbers are operated in
a phase shifted manner in order to attain a quasi-
continuous production (see Figure 2). Thereby,
the cycle time T, = Ath + At2 + At + At}
is the manipulating variable of the process?.
The controlled variable is the time-averaged pu-

rity Py, of the product, i.e. Pry1 = R0, 0ut/Tout
1 ptet+Tr ¢

. - _ -t - _
with 70,00t = 77 J;, Y0, Mout At and gy =
1 tet+Th . t
T, Jts Nout dt.

PSA plants can be classified as hybrid distributed
parameter systems (van der Schaft and Schu-
macher, 2000) with a time varying cycle time T,
which is used as the manipulating variable. These
properties have to be considered in course of the
design of the process control.

3. TRAJECTORY CONTROL SCHEME

The cycle time T} (or respectively the duration
Aty of the cycle step times) is in general a
rather unconventional manipulating variable in
controller design. However, it is a natural choice
for PSA plants considering their hybrid process
nature. In this context, it is emphasized that
’the area of hybrid systems is still in its infancy’
(van der Schaft and Schumacher, 2000). It has to
be considered that such a manipulating variable is
subject to constraints since a minimum amount of
time is physically required for each step. An upper
bound is also mandatory due to the cyclic oper-
ation of the plant itself. Bemporad and Morari
(1999) suggest for instance a model predictive con-
trol framework in order to control hybrid lumped
parameter systems which are modeled by linear
dynamic equations and linear inequalities. Such
an optimization based approach is currently too
complicated for the PSA plant due to the high
order of the rigorous simulation model and the
related real-time problems.

2 The cycle time Ty can be changed by At; and At},
because Ati and At; depend on the duration of the actual
pressure equalization between the two adsorbers.



Presently, PSA plants are operated based on
heuristics and the process knowledge of human
operators. The proposed process control scheme
comprises a feedforward control and a feedback
control. The feedforward control automatizes the
settings of a human operator and the feedback
control is used in order to compensate distur-
bances and model uncertainties. The feedforward
control is set up by numerically inverting the
input/output (I/O) behavior of the detailed plant
model 3. The design of a feedforward control by
an inverse I/O model adapts the ideas known from
flatness based control applied to trajectory control
of a CSTR (Rothfuf} et al., 1996).

In the following, the focus is first put on the
cyclic and time-discrete nature of the plant, which
serves for the explanation and derivation of the
model inversion strategy for the design of the
feedforward control. Then, the feedback control
design is presented.

3.1 Derivation of feedforward control

Current approaches for the controller design for
distributed parameter systems require the deriva-
tion of a simplified design model which captures
the dominant system dynamics, see e.g. (Christofi-
des, 2001). The cyclic operation is an intrinsic
property of the process. Therefore it is certainly a
shared feature of any reduced-order model which
intends to approximate the PSA plant together
with its cyclic and variable structure. From Figure
2, it becomes evident that the cyclic operation of
the PSA plant is naturally defining Poincaré maps

Try1 =g (2%, Th), Pryr = h(ze, Ti) (1)
of the internal state @y := x(tx) and the purity
Py, of such a lumped reduced-order design model.
This means that the state xj41 and the purity
Py.1 at the end of the k** cycle depend on both
the initial state x; at the beginning of that cycle
and on the cycle time T}, which becomes an
explicit variable. The iterative maps g(-) and h(:)
reflect the fundamental solution of the considered
model. Their analytical calculation is therefore
only possible in exceptional cases. Since the cycle
time T} is the manipulated and the purity Pj
the controlled variable, these iterative maps are a
time-discrete representation of the I/O behavior
of the plant. PSA plants are in general operated

3 In a previous work, cf. (Bitzer et al., 2002), a simplified
model which coarsly approximates the I/O behavior of the
PSA plant was used for the design of a feedforward control.
The proposed strategy for the numerical inversion of the
rigorous plant model allows a more precise calculation
of the feedforward cycle time, especially since it is also
possible to consider further important effects which were
not included in the simple model previously used (e.g. a

R . L4
time varying output molar flow rate n out).

at a periodic set-point* P%, i.e. with T, = T9 =
const., such that P, = P¢ = h(z*,T?) and =} =
z* = g(z*,T?%. In order to perform set-point
changes P%! — P%2 it is necessary to follow
a predetermined trajectory ® P,gl, k=0,1,...,N
with P4 = P%! and P4 = P92 The I/O
relation (1) is needed in order to determine the
feedforward cycle time T} in dependence of such
a desired trajectory PZ. Generally speaking, the
global I/O behavior of (1) needs to be inverted,
ie. T¢ = h™'(xy, P2, ). Such an inverse I/O
relation cannot be calculated analytically, but it
is identical to the solution of

0:P,f+1—h(a:k,T,f). (2)

This represents an end-value problem: the cycle
time T,f is adjusted at the beginning of each cycle
while the associated purity Pyi1 = h(zy, T2) is
obtained only at the end of that cycle. This end-
value problem can be calculated numerically by
applying the shooting method and by using the
simulation model in Table 1. The entire feedfor-
ward control sequence T,f, k=0,1,...,N is then
calculated in a repetitive way starting from the
periodic set-point P%! with ¢y = z**.

However, depending on the desired trajectory PZ,
k=0,1,...,N and the controllability of the PSA
plant, a solution T} of (2) is not guaranteed. It
is therefore required that the PSA plant dynam-
ics is taken into account and that the desired
trajectory is sufficiently smooth such that the
plant is able to follow it. Even for very smooth
desired trajectories, there may still be an individ-
ual cycle and respective desired purity increment
APZ  =Pg 1~ P¢, for which no solution T for
(2) exists. Le., if there’s only a single cycle during
the set-point change for which no solution exists,
the algorithm is not robust and a replanning of
the trajectory is necessary. Therefore, in order
to relax this problem, the described algorithm is
reformulated. Thereby, the future dynamics is also
taken into account: a moving shooting horizon °
of Ng > 1 cycles is chosen. Figure 3 illustrates
this situation for a horizon of Ny = 3 cycles. This
leads to the following zero-value problem

0= PI?—',—NH - ’_l(-’Dk,Tl?aTI?-f-la cee ’T}?+NH—1) (3)

of Ny variables instead of (2). The function A(-)
is calculated by applying (1) repeatedly. In order

4 A periodic set-point is also denoted as a so-called cyclic
steady state (CSS), which means that the conditions at
the end of each cycle are identical to those at its start.
A numerical approach for the determination and the opti-
mization of the CSS of periodic adsorption processes was
presented by Nilchan and Pantelides (1998).

5 The plant dynamics has to be taken into account for the
planning of such a desired trajectory P,f, i.e. the trajectory
has to be planned such that the plant is able to follow it.
6 Similarly to model predictive control where a moving
prediction horizon is used.
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to simplify (3), the feedforward cycle times T

are chosen as Tg,, = To, + HLATE, j =
0,1,...,Ng — 1 leading to the zero-value problem
0= Py n, — h(m, AT) (4)

for the single variable ATZ. Equation (4) is repet-
itively solved for AT as described above. The
feedforward cycle time for the k** cycle is chosen
as T = T, + AT} and the T, ;, j > 1 are
rejected. When both the desired trajectory and
the shooting horizon Ny are reasonably chosen,
then h(zy, T{) ~ P{,,, even though (4) is solved
instead of (2). The proposed strategy therefore al-
lows the robust numerical inversion of the detailed
plant model (cf. Table 1) and the calculation” of
a feedforward control sequence T,;i for a transient
set-point change.

3.2 Feedback control

In open-loop, the purity Py is influenced due to
model errors and disturbances. Therefore, a feed-
back control is necessary for the stabilization and
robust performance of desired trajectories during
set-point changes. Transferring this process con-
trol scheme to the PSA plant leads to the control
block diagram shown in Figure 4.

The feedforward injection of the calculated nom-
inal feedforward cycle time T} is similar to the
concept of exact feedforward linearization of flat
systems (Hagenmeyer, 2003). Within the vicinity
of a desired trajectory (z%,T¢, P{?), the tracking
error ey, of the plant can be stabilized against dis-
turbances by a linear control law® 71 = A. 7+

7 Currently, the feedforward control sequence needs to be
calculated offline due to the large order of the simulation
model. Using the simplified model given in (Bitzer et
al., 2002), very good starting values for the shooting
method are available and only a low number of iterations
steps are necessary for each cycle.

8 Hagenmeyer (2003) proved that the tracking error of
flat and feedforward linearized systems can be stabilized
by a PID like control. A prerequisite is a sufficiently
smooth desired trajectory. For the PSA plant, an analytical
proof is not possible due to the complex model. But,
an abundant number of simulation studies showed that
the I/O dynamics of the considered PSA plant is rather
moderate and also stable such that it can even be locally

b. e, with the tracking error e, = P¢ — Py, as
input and the output ATY = cf rr + dceg. The
straightforward design of a PID controller by use
of a simplified I/O model is discussed in (Bitzer
et al., 2002).

4. SIMULATION RESULTS

The validation of the proposed control concept
is done by simulation studies using the rigorous
simulation model. In Figure 5, the open-loop
control of a set-point change scenario for the
purity and a simultaneous variation of the output
molar flow rate nl,, is shown. It can be seen
that the purity Pj pursues the desired trajectory
P? with an almost negligible tracking error ey.
The feedforward cycle time T is calculated by
numerically inverting the detailed plant model
according to (4).

The influence of a step-disturbance occurring in
the output molar flow rate is shown in Figure 6
for the same set-point change scenario as in Fig-
ure 5. The simulation shows the open- as well as
the closed-loop case. In the closed-loop case, the
desired trajectory P is stabilized by a PID con-
troller which was derived in (Bitzer et al., 2002).

T T
++ Desired Purity

$94r — Purity n
gez = 0.05
< &
T 90 - 0 J
o X 5
o 5 -0.05
o g
2 88 G -01 Tr
& 86 500 1000 1500
t[s]
84 . . . h . . . . .
0 200 400 600 800 1000 1200 1400 1600 1800
t[s]
@ B
A8 E
E 46 Z
s 44 ~’:g
> o
; 42 2 4.5
s 40 %
S =
o a
§ 36 g

o

500 1000 1500 500 1000 1500
t[s] t[s]

(=}

Fig. 5. Simulation of the open-loop trajectory
control with a respective feedforward control
sequence T calculated with a shooting hori-
zon of Ny = 2. A time-variant output molar

flow rate n!,, is also considered.

5. CONCLUSIONS

A trajectory control scheme developed for a 2-
bed PSA plant has been presented. For the feed-

approximated by a linear discrete model. Simulated step
responses are e.g. given in (Bitzer et al., 2002). Based on
these considerations, the assumption that the plant can be
locally stabilized by a linear controller is reasonable.
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nario previously shown in Figure 5 subject
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superimposed to the nominal output molar
flow rate and occurring at the end of the
5th cycle. The open- and closed-loop case are
both shown.

forward control design, a strategy for the numer-
ical model inversion and the calculation of the
inverse transient I/0 behavior of the plant has
been proposed. Simulation studies showed that
the desired trajectory is well stabilized by a linear
PID controller which is designed in a first step.

Future research will be focused on the derivation
of more sophisticated reduced-order models which
consider the structural changes of the process and
which provide a precise representation of the inter-
nal plant dynamics. These reduced-order models
will then allow real-time calculations and depend-
ing on the reduced model also the application
of advanced analytical methods for the process
control design.

Further issues for future research are the exper-
imental validation (Bitzer et al., 2002) of the
process control concept as well as its extension
to other cyclic multi-step processes, e.g. a 3-bed
PSA plant (Unger, 1999).
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Abstract: A novel method to control gasholder levels in an iron and steel company with
accurate prediction of future trend is presented. Although various gasholders are used to
recycle by-product gases generated during iron-making, coke-burning and steel-making
process, the capacity of the gasholders are insufficient to handle large amount of the
gases. To overcome this problem, tight control of the gasholder level should be
conducted by predicting their anticipated changes. However, the current prediction logic
cannot show satisfactory results due to the lack of characterization of relevant processes.
In the proposed method, time-series modeling and heuristics of industrial operators are
used to correctly reflect the process characteristics and deal with unexpected process
delays. By applying the proposed method to an off-line data set, a significant reduction of
discrepancy between predicted values and actual values has been observed. The method
is expected to be adopted in the prediction system of POSCO. Copyright © 2002 IFAC

Keywords: Level control, Time-series modeling, Prediction, Iron and steel making

process, Heuristics

1. INTRODUCTION

For iron and steel industries, it is very important to
reduce energy costs due to their tremendous
consumption of it. For this reason, they make every
effort to recycle various materials generated from many
plants (Makkonen et al., 2002; Worrell et al., 1997,
Kim, 1998). These efforts are also significant from the
viewpoint of environmental protection as well as cost
saving (Sridhar et al., 2002). In particular, by-product
gases generated from iron-making, coke-burning and
steel-making process, caled as BFG (Blaster Furnace
Gas), COG (Coke Oven Gas), and LDG (Linz-
Donawitz Gas), respectively, are worthy of being used
as a fuel since they include considerable amount of CO
and H, (Bojic and Mourdoukoutas, 2000; Prokop and
Kohut, 1998; Markland, 1980). Therefore, these gases
are now being supplied to many plants via gasholders
to be used as a fuel instead of expensive oil and LNG.
The gasholders work as buffers that store the gases
temporarily until the gas users need them as an energy
source. However, due to relatively small capacity of the

" To whom correspondence should be addressed.
E-mail: chan@postech.ac.kr

gasholders, overflow or lack of the by-product gases
frequently occurs. As a result, many companies are
interested in maintaining the levels of gasholders
without severe variation for efficient utilization of the
gases.

To achieve this goal, the size of the gasholders should
be increased so as to mitigate the variation of the holder
levels or the holder levels should be controlled in
advance by predicting future levels of the gasholders
based on the present patterns of gas generation and
consumption. Since increasing capacity of the
gasholders requires enormous costs, most steel
companies are trying to solve the problem with the
latter method under the management of energy center.
However, most prediction logics being used in the
energy center of the companies show low performance
since the characteristics of the processes influencing the
levels of the gasholders are not sufficiently reflected in
the systems. Therefore, modification of the prediction
logics is urgently required by investigating reasons for



the deterioration of the prediction capability and
correcting the problems.

In this paper, we present new prediction logic for level
changes of three gasholders in Pohang Iron and Steel
Company (POSCO) based on time-series analysis and
heuristics of industrial operators (Box et al., 1994,
Pandit and Wu, 1983). Due to practical aspects of the
problem, we relied on the real data set obtained from
various plants related with the by-product gases and
interviews with industrial operators. This is the reason
why the two techniques are mainly used in the
proposed method. The time-series analysis is used to
model the periodic properties of the processes
connected to the BFG and COG holders. The operators
experiences are effectively utilized to know LDG
generation time of next operation in the steel-making
process, which is randomly changed because of
frequent process delays. The randomness of the delays
in the duration and occurrence time makes correct
prediction of LDG holder level nearly impossible
without their prior knowledge. By applying the
proposed method to off-line data set, prediction
performances for the three gasholders were remarkably
improved. Through additional on-line test based on this
success of off-line test, the proposed logic is expected
to be adopted as areal system in the POSCO.

This paper is organized as the followings. In the first
section, the general framework for the prediction of
gasholder level in POSCO is introduced. Then, the
problems of the existing logic and the features of the
proposed method are given in the second section.
Finally, the results of off-line application are shown in
the third section followed by conclusions.

2. THEORETICAL BACKGROUND

2.1 General Framework for Prediction of Gasholder
Levels.

The logics for predicting future changes of the three
gasholder levels are based on the periodicity of relevant
processes, athough there are some exceptions
depending on the processes. Therefore, if we know the
cycle time, present position in the process cycle and the
rate of gas generation or consumption for each interval
in the cycle, we can know the future trend of gasholder
level within one prediction horizon. To obtan
prediction values for the holder level, prediction values
for gas generation and consumption rates of relevant
processes are separately calculated in advance for a
prediction horizon. Once this procedure is completed,
calculation of prediction values for gasholder levels is
implemented according to the following algorithm.
Note that different prediction methods are used for gas
generation and consumption, which will be explained.

Step 1. Cdculate the first prediction value by adding
the first prediction value of gas generation rate to and
subtracting the first prediction value of gas
consumption rate from the present gasholder level.

1 _ 1 1
Ip_|p+gp'cp @
Step 2. Iteratively caculate the next prediction values
based on the previous prediction value in the same way
until the end of a prediction horizon.

lo=12"+g;p- ¢ @)

where ¢, is n" prediction value of total consumption
rate a the present, g," is a n" prediction value of total
generation rate at the present, I," is a n" prediction
value of a gasholder level at the present, and |, isareal
value of agasholder level at the present.

One prediction horizon is specified as 60 minutes for
BFG and COG holders, and 40 minutes for LDG holder
since these values are the cycle times of corresponding
processes. The details of the prediction logic for each of
the three kinds of by-product gasholders are described
in the following subsections.

Trend Prediction of BFG Holder Level. BFG is
generated as a by-product gas during an iron-making
process. In the process, five blast furnaces (BF) are
operated to make molten pig-iron and two phases are
continuously repeated for each BF operation:
combustion and exchange phase. Since a BFG
generation rate and duration time for each phase is
maintained at fixed values as shown in Fig. 1, they are
set as constant parameters. Prediction of BFG
generation rate is performed based on the parameters.
To start prediction, we should know where the present
time is located in the process cycle. For this purpose,
criterion parameters with which we can know the
present phase are used. Therefore, by comparing the
present BFG generation rate with the criterion value,
we can know the present phase in the cycle. In addition,
if the starting time of the present phase is recorded, the
remaining time till the end of the present phase can be
known. This means that the whole prediction values for
BFG generation rate within a prediction horizon can be
obtained from the present time based on the parameters.
It should be noted that the prediction vaues for tota
BFG generation rate are derived by adding the values
of each BFG generation rate predicted for the five BFs.
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Fig. 1. Typical BFG generation pattern in BF 1.



For the case of prediction for BFG consumption rate,
the following plants are considered as BFG users: five
BFs, four coke ovens, twelve power plants and two hot-
rolling machines. Prediction for BFG consumption rate
of BFs and coke ovens is implemented in the same way
as the prediction of BFG generation rate. For the other
BFG-consuming plants, the present values of BFG
consumption rate is merely used for prediction values
within a prediction horizon since the variation of BFG
consumption rate for these plants is not so severe as
shownin Fig. 2 and 3.

Note that this simple approximation is possible because
only small portion of the total BFG consumption rate is
occupied by these plants. Once the prediction values for
BFG generation and consumption rate are available, the
future level changes for two BFG holders can be
calculated by Egn. (1) and (2) till the end of a
prediction horizon.
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Fig. 2. Typica BFG consumption pattern for twelve
power plants.
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Fig. 3. Typica BFG consumption pattern for two hot-
rolling machines.

Trend Prediction of COG Holder Level. COG is
generated during a coke oven process. Cokes are used
as a heat source for an iron-making process and they
are lightly burned in the coke ovens as a preprocessing.
During this process, significant amount of by-product
gases are generated and they contain high percentage of
CO and H; in themselves. Therefore, this gas is
recycled as an energy source for many plants via COG
holders. Unlike the BFG holders, the sizes of two COG
holders are sufficiently large and much more plants are

connected with the COG holders. Due to the relatively
large capacity of the holders and averaging-out effect in
the variation of holder level, they keep aimost constant
level as shown in Fig. 4. This fact means that the
prediction of COG holder level is less important than
those for the other kinds of gasholders since future
COG holder level will be similar to the present one. For
this reason, prediction logic for COG holder level is
simpler than those for BFG or LDG holder level. In
case of the prediction for COG generation rate, the
present value is ssimply used for the prediction values
within a prediction horizon under the condition that the
present value should be in anormal range.
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The plants which use the BFG as fuel aso use the COG
because BFG and COG is supplied to them by way of a
mixing station with a specific mixing ratio. Therefore,
the prediction for the COG consumption rate is
implemented by multiplying the prediction vaues of
BFG consumption rate by a ratio constant. Using the
Eqgn. (1) and (2), the future changes of the COG holder
level can be predicted if all generation and consumption
rates predicted are given to us.

Trend Prediction of LDG Holder Level. LDG is a by-
product gas generated in steel-making processes. In
POSCO, two steel-making plants are operated and there
exists a LDG gasholder for each steel-making plant.
Three converters in each steel-making plant are
sequentially used to continuously produce impurity-free
steel by blowing oxygen to the molten pig-iron.
Although al three converters are usualy operated in
each steel-making plant, only two converters can be
operated when one of them is under a maintenance
work.

Since the steel-making process also has a periodicity,
the prediction for LDG generation rate is implemented
in a similar way to the cases of BFG generation rate.
The only difference is that four phases exist in one
cycle of the process. start of oxygen-blowing, LDG
recovery, end of oxygen-blowing and tapping. LDG is
generated only in LDG recovery phase and the quantity
of generation is nearly constant. In current prediction
logic, the time required for completion of each phaseis
fixed as a constant athough they are frequently
changed due to unexpected process delays in fact.



Therefore, significant gap between the parameters and
real values for the duration time of each phase
necessarily occurs and this difference causes a serious
deterioration in prediction performance. We tried to
solve this problem by updating the duration parameters
a every process cycle based on operator’'s heuristics.
The details will be explained in the following sections.

While the prediction for the LDG generation rate is
implemented considering process characteristics, the
prediction for LDG consumption rate is simple and
roughly approximated as an extension of the present
value since LDG consumption rate aso shows no
significant variation. The plants which use LDG as a
fuel are the twelve power plants, two hot-rolling plants
and wire-rod manufacturing plant. With the prediction
values of LDG consumption and generation rate, we
can obtain the prediction values for future LDG holder
level, also based on Egns. (1) and (2).

2.2 Problems of the Current Prediction Logic and the
Proposed Method as a Solution.

Although we explained outline of the existing
prediction logic for each by-product gasholder, there
are several problems that deteriorate prediction
performance. The problems are mainly caused by
excessive approximation in calculating the prediction
values or the fixed parameter values which should be
changed according to the process condition. In fact,
industrial operators have not updated the parameters for
several years even if the actua process condition has
changed significantly. To improve the prediction
performance, we systematically analyzed the problems
of the current prediction logic for each gasholder by
investigating the characteristics of relevant processes
based on historical data set and interviews with industry
personnel. As aresult, we have found out the following
problems.

(@) Since the values of criterion parameters used to
judge exchange phase in five BFs (both of generation
and consumption) have not been updated, serious errors
can be occurred in identifying the present phase. These
errors make the prediction results be deviated from the
actual values.

(b) In the prediction of COG generation rate, it is too
simplified method to use the present vaue for the
prediction values until the end of a horizon. Figure 4
which shows considerable variations in COG
generation rate supports this fact.

(c) The pattern for BFG consumption rate in the coke
oven 1 shows obvious periodicity as shown in Figure 5.
Nevertheless, the current prediction logic does not
consider this characteristic.

(d) The patterns for BFG and COG consumption rate in
power plants and hot-rolling plants aso show some
variations. However, only the present value is used as

prediction values for these plants in the current
prediction logic.

(e) Even though actual duration time for each step in a
cycle of a steel-making process severely changes
depending on the process condition, they are fixed as
constant parameters in calculating the prediction values
for LDG generation rate. This fact leads to the
prediction results very different from the real values.

140 T

130 4

120 A

110 4

100 A

©
S
L

@
S
L

BFG consumption rate in coke oven 1 (kNm3/hr)

~
=]

T T T T T T T T T T T
0 20 40 60 80 100 120 140 160 180 200 220

Quarter minute (15 sec.)

Fig. 5. Typical pattern for BFG consumption rate in
coke oven 1.

We have approached these problems with time-series
modeling and operator's heuristics. The schematic
diagram for the proposed method together with the
corresponding problems is given in Fig. 6. First of al,
for the problems (b), (c) and (d), we modified the
current prediction logic so that the past values can be
reflected into the future values via time-series model. If
the past data set is used for the prediction of future
values, more robust prediction can be accomplished.
Namely, athough the present value includes severe
noise or disturbances, the prediction vaues can
maintain the trend continued from the past. In addition,
the time-series model makes undetected past trend
automatically reflected in the prediction values.

Problems

| Fixed criterion parameter |

Automatic update based on
moving average model

Use of moving average model in
prediction of COG generation

Too simplified prediction of
COG generation rate

Time-series
analysis &
Neglect of periodic pattern in modeling
ion of BFG i
rate in coke oven 1

Reflection of past data into the
future prediction via periodic
time-series model

‘Application of hidden trend
contained in the past data with
moving average model

Considerable variation in the BFG
& COG consumption rate

Significant error in the Heuristic
LDG holder level prediction approach

Fig. 6. Schematic diagram for the proposed method.

Utilization of operator’s
experiences

Of various kinds of time-series model, we used the
moving average model such as Eqgn. (3) for the problem
(b) and (d). Although the variations for them are not so
severe, we can improve the prediction performance by
reflecting long-term trend of the past data into the



future prediction values with the moving average model.

Note that different values are used for k (the number of
the past data) depending on the characteristics of
process.

- l '[61
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Meanwhile, we applied a periodic time-series model in
the form of Eqn. (4) to solve the problem (c) since the
same pattern is obviously repeated with specific period.
Through more rigorous analysis on the actual data, the
average value of the period was reveded as 20.5
minutes. Since the prediction values are obtained with
30 seconds interval, we built the periodic time-series
model based on the unit of 30 seconds.

1
Xt = th-l :ﬂ(XI-SZ +6X gt X 4 t6X ) (4

In this equation, the weights have been empiricaly
determined and two previous periods have been
considered to obtain more generalized results.

Problem (a) can be solved aso with the moving
average model such as Egn. (3). By using the data
during the past 60 minutes for this moving average
model (k = 120), recent process condition can be
reflected into the criterion parameters. This means that
the parameters are automatically updated at each
prediction.

Finaly, we handled the problem (e) assisted by the
heuristics of industrial operators in the steel-making
process. Because of process delays occurred
unexpectedly and frequently during the process, the
prediction data obtained by fixed parameters give us no
information on the future process trend. Therefore, we
focused on how to detect the delay in advance as a
crucial point of this problem. There were so many
causes for the changes of the process condition and too
much time and efforts were expected to perfectly
consider all the process changes and build a model
including all the information. Fortunately, we found out
correct prediction of LDG generation rate is possible
with the aid of industrial operators. It was reveaed that
only the operators of converters know beforehand
whether the unexpected process delay occurs as well as
the duration time of the delay based on their heuristic
judgement resulted from the present condition of steel-
making process. Therefore, we modified the current
prediction logic for LDG generation rate so that the
operators send the information on the process delay to
energy center at each process cycle to improve
prediction performance.

3. RESULTS OF OFF-LINE TEST

We applied the proposed logic to the off-line data to
validate its performance. Fig. 7 shows a result of
prediction at 15:00:00 on Mar. 3, 2002 based on both of

the existing and the proposed logics for LDG 1 holder
level. From this figure, we can see the gap between the
real data and the prediction data has been remarkably
reduced by using the proposed logic. In Table 1 and 2,
it is shown that the proposed logic surely produces
better prediction values for most cases athough the
degree of improvement decreases as the prediction data
are far from the present.
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Fig. 7. Comparison between rea data and both
prediction data based on the existing and proposed
logic for LDG 1 holder level. (implemented at
15:00:00 on Mar. 3, 2002)

4. CONCLUSIONS

In this paper, we proposed an improved logic for
prediction of three kinds of by-product gasholder levels
using time-series modeling and industrial heuristics.
The results of off-line test showed that the proposed
logic outperforms the existing logic on the average. By
virtue of the success in the off-line test, the proposed
logic is expected to be utilized in the actual prediction
system of POSCO after rigorous on-line tests. If correct
prediction of the future trend for each gasholder level is
possible with the proposed logic, stable and safe
management of the gasholders without waste or
shortage of the gases can be achieved. Ultimately,
significant reduction of energy costs via efficient use of
by-product gases will contribute to enhancement of the
overall productivity of POSCO.
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Table 1. Result of off-line test for BFG and COG holder level prediction after 1000 executions

After 2min. After 4min. After 6min. After 8 min. A”‘?f
10 min.
Average difference for the
BFG Average difference for the
Relative improvement (%) 42.2 52.2 55.2 60 64.3
Average difference for the
existing logic (kN) 1.07 19 3.0 36 5
COG Average difference for the
proposed logic (kNm®) 0.6 1.0 19 26 31
Relative improvement (%) 41.8 47.0 36.2 37.7 39.4
Table 2. Result of off-line test for LDG holder level prediction after 1000 executions
After After After After
10 min. 20 min. 30 min. 40 min.
Average difference for the
LDG existing logic (KNm?) 157.0 469.5 349.2 428.7
(operation only Average difference for the
with 2 converters) proposed logic (kNm°) 67.2 1028 1700 463.9
Relative improvement (%) 57.2 78.1 51.3 8.2
Average difference for the
LDG existing logic (KNm?) 534.5 2518.7 2741.0 3042.7
(operation with all Average difference for the
converters) proposed logic (kNm) 133.7 175.2 244.9 225.6
Relative improvement (%) 75.0 93.0 91.1 92.6




SETTING OF INJECTION VELOCITY PROFILE VIA AN ITERATIVE
LEARNING CONTROL APPROACH
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Abstract: Injection velocity is an important variable that affects the quality of injection
molded products. Profiling the injection velocity to keep a constant melt-front-velocity
inside the mold throughout the filling to ensure a uniform part is the purpose of this
work. Based on a transducer designed in a previous work, the melt-front-position is
measured online. An iterative learning control system, designed as the outer loop
controller in a cascade fashion, is used to solve the optimization problem of setting the
injection velocity profile. Experiments show that proposed system works well in ensuring
a uniform melt-front-velocity when filling molds with varying geometrical shapes,
without the necessity of a physically-based process model. Copyright © 2002 IFAC

Keywords: Injection molding, velocity control, cascade control, iterative learning control,

product quality.

1. INTRODUCTION

Injection molding, an important cyclic polymer
processing technique, transforms plastic granules into
various types of products ranging from simple toys to
DVD diskettes and precision lens. A injection
molding process typically consists of three stages,
injection of molten plastic into mold cavity (filling),
packing of the material under a high pressure over a
given period (packing-holding), and cooling of the
polymer until it is sufficiently rigid for eection
(cooling). Filling is the first stage of the process
during which the materials are forced into the mold
cavity through the nozzle by the screw forward
motion.

Continuous development of the molding industry
finds ever-expanding applications of injection molded
parts, resulting in demands for rapid production of
complex parts with tight precision and superior finish.
The quality of the injection molded part, typicaly
characterized in terms of its dimensions, appearance
and mechanical properties, is a strong function of the
processing conditions, particularly injection velocity

during the filling phase. Studies have confirmed the
importance of proper setting and control of injection
velocity (Johnnaber, 1985, Cox and Mentzer, 1986,
Boldizar et a. 1990, and Chiu and Hsieh, 1991).
Accurate control of injection velocity, to precisely
follow a given velocity profile has been achieved via
advanced process control strategies, for examples, by
the authors (Yang and Gao, 2000 and Li et al., 2001).
For a given mold and material, however, how the
injection velocity should be profiled to produce the
‘optimal’ quality part is yet unknown. It must be
clarified that the injection velocity is the velocity of
the screw forward motion, which is different from the
melt-front-velocity inside the mold. A schematic
illustration of the mold filling is shown in Figure 1,
where 1V is the screw injection velocity, V,, the melt-
front-velocity in the mold, A, the cross-section area of
the barrel, and A, the corresponding melt-front-area
inside the mold. It is clear that the melt-front-velocity
is greatly influenced by the mold geometry.
Researchers in injection molding area (Hunkar, 1975,
Fritch, 1979, Schmidt and Maxam, 1993, Turng et al.,
1995, and Rowland and Gao, 1994) have all
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Mold Cavity
Figure 1 Schematic of mold filling

recommended that a constant melt-front-velocity
during mold cavity filling should be used to profile
injection velocity, to minimize non-uniformity within
the molded part. This, however, cannot be
implemented due to the lack of a practical melt-front
flow rate measurement method.

Recently, a patented transducer has been developed to
measure melt front position (MFP) during mold
filling by Gao and Chen (Chen, 2002). The sensor
output is linear to the melt-flow-front position within
the mold. As melt-front-velocity is, simply, the
derivative of the MFP, with such a transducer, the
constant melt-front-vel ocity strategy can be transated
to control the MFP to follow a constant ramp profile,
as illustrated in Figure 2, where a cascade control is
adopted. Consisting of two control loops, an inner
injection velocity control loop that has been
developed in the previous works, and an outer control
loop that determines the injection velocity for the
inner velocity controller. The ramp rate is the melt-
front-velocity. Many existing control designs may be
used for the outer loop controller, but they all require
the development of a dynamic model relating
injection velocity to MFP. Effort of establishing such
a model based on the fundamental principles is
tremendous, where the mold geometry factors and the
complicated flow and material properties have to be
involved. The development of such a model based on
identification is inappropriate either, as this identified
model will be mold dependent.

In view of the cyclic nature of the process, a model-
free iterative learning control (ILC) method (detailed
survey of ILC can be found in Moore and Xu (2000))
is explored here to control the MFP without having to
develop a detailed process model. The ILC, which is
simple in control formulation, has found many
applications for cases where detailed process
knowledge is unavailable. In such a control system,
information of last cycle is used to improve the
control of the current cycle. The controller can be
removed after a number of cycles when a proper
consistent profile has been obtained for the inner
velocity control loop.

Velocity
Transducer

AFL Velocity
Controller + Controller

Measurement

Figure 2 Block diagram of the cascade melt-flow-
velocity control system

mfp

2. ILC BACKGROUND

ILC, motivated to mimic human learning process, is
originaly developed for the manipulation of
industrial robots, in which it is required to repeat a
given task with high precision. By using the repetitive
nature of the processes, ILC progressively and
iteratively improves the control accuracy cycle by
cycle (Arimoto et al., 1984). Recently, ILC has been
applied to many repetitive processes, such as batch
reactor, batch digtillation, and injection molding
(Havlicsek and Alleyne, 1999, and Gao et al., 2002).
In this work, the ILC approach is adopted to find a
proper injection velocity profile to ensure the filling
of mold cavity at a uniform melt-front-velocity.

Among many types of learning control laws
proposed, a P-type learning control law is possibly
the simplest, as formulated below:
Ui,p () = Ui () + Lpe (1) 1)

where u(t) is the process input at time t |,
e=y, — Y, is the error between the output set point
and real measurement; subscripts i and i +1denote
the cycle number and L is the ILC gain. It is clear

that the control of the current cycle is based on the
process input and the error of the last cycle in a point-
to-point manner. Up to now, most of the ILC results
are for the systems without time-delay. However, for
many batch chemical processes such as injection
molding, the effects of time delay cannot be ignored.
There is a large delay between the injection velocity
and the méet-front-velocity response. During
injection, there exist some melt between the injection
screw and the melt flow front, and the polymer melt
is compressible due to its complicated visco-elastic
properties. Changes in the injection velocity cannot
affect the melt front flow rate instantaneously.
Furthermore, the melt inside the mold cavity freezes
while filling. With the development of the melt flow,
the frozen layer aso expands in its length and
thickness, and this in turn causes increases in the
delay between the injection velocity and the melt
front flow rate. The long process delay as well as
variations of delay during filling makes it difficult to
apply the simple point-to-point ILC method. To solve
this problem, control law (1) can be modified to taken
into consideration of the delay term:

Una(t) =u; () +Lpe (t+tg) 2
where t4 is an estimated delay time. In this equation,
the control error at time t +t4 is used to update the

control input at time t for the next cycle. Control law
of eguation 2 can be applied to cases where the time
delay is exactly known. For processes with an
uncertain delay, there is no guarantee that this control
law will be convergent.

For a system with a varying delay bounded by h,
Park et al. (1998) proposed to hold the control input
at a constant value over the duration h, resulting a
modified learning control law as below:



U1 () =uy (mh) +Te, (mh+dh+ &), 3
Vvt e[mh,mh+h),me{01,...,.M —d}
where e, (mh+dh+¢&) = yq (mh+dh+&) -y, (mh+dh+¢) ,
£ is the initia remainder, dh+¢& the upper limit of

delay. The system divides the process time span by
the size of the time delay uncertainty h. It has been
shown that the convergence can be maintained by this
method (Park et a., 1998). This idea is adopted by
this work. Several modifications have to be made as
detailed below, considering practical issues of the
process.

2.1 Division of injection velocity profile

The first modification is on the division of the filling
stage time span. For a given mold, a given amount of
melt needs to be injected. Changes of injection
velocity profile by the ILC makes the total filling
time span to vary from cycle to cycle. This creates
difficulties for the division of the filling time span.
Furthermore, time delay is a strong function of
injection velocity, a slower injection velocity results
in a larger time delay. The amount of material
injected into a mold can be reasonably well
represented by the distance that the screw has
travelled during injection, known as injection stroke.
The injection stroke is therefore used to replace the
time for the ILC implementation. With this change,
the time delay has also been transformed into stroke
delay. As can be seen in the experimental section, the
use of stroke to replace time for the ILC
implementation can result in a more consistent delay
for the injection stage.

2.2 Change of controlled variable

This work uses the slope of the MFP instead of MFP
itself, as the controlled variable. Even though the
derivative of MFP can give melt-front-velocity, it also
results in a low signal-to-noise ratio. The velocity is
thus obtained by linear curve fitting of MFP
measurements as the following equation:
D, =V dt+D,, (4)

where D, is the MFP, V,, is the dope of D, i.e.
the melt-front-velocity.

2.3 Change of manipulated variable

For most molding machines, the velocity profile can
only be set in apiecewise form asillustrated in Figure
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Figure 3 A typical ramp injection velocity set point
profile

‘ Get melt-front-position: Dm ‘

'

‘ Calc Vm (apply equation 4) ‘

s-Vm small enough? Yes

‘ Calc R (apply control law 5) ‘

‘ Calc IV set point ‘

'

‘ Send IV set point to inner loop ‘

v

‘ End of profile searching ‘

Figure 4 Flow chart of profile searching by ILC

3. It is desirable to use ramp profiles instead of step
change profiles, as the step change injection velocity
causes abrupt changes in MFP response, which is not
desirablein this case. It is therefore decided to use the
velocity ramp slope as the manipulated variable for
the outer loop.

Considering all the above practical issues with
injection molding, the ILC control for searching
optimal injection velocity profile can be reformulated
s

Ri,1(n) =R (n)+Lpe (n+ny) ©)
where R; (n) is the velocity slope at Nth stroke step
of the i th iteration. ny the stroke delay,
e(n+ny)=Vs(n+ng)-V,(n+ny) , other symbols

are the same as equation 3. Figure 4 shows the overall
profile searching scheme via ILC approach. The
slopes of injection velocity settings are obtained by
control law (5), before it is reconstructed as the rea
injection velocity set point for the inner loop control.

3. EXPERIMENTAL SETUP
3.1 Machine and instrumentation

The molding machine used is a Chen Hsong
reciprocating screw injection molding machine,
model IM88MKI11. The maximum machine clamping
force is 88 ton, and the maximum shot weight is 128
g. A Temposonics series Il displacement/velocity
transducer, type RH-N-0200M, isinstalled to measure
the injection displacement and velocity. An in-house
designed circuit is developed to convert the MFP
signal into voltage signal for measurement. The
hydraulic system has been fitted with a MOOG servo
vaves, type J661-141, to control the injection
velocity. A Pentium 133MHz PC is used as the
control platform for the control of the injection
molding machine. Two Nationa Instruments data
acquisition cards mounted in the PC are used to
provide interface to the machine. All the programs are
developed using C language under a real-time multi-
task operating system, the QNX. The material used in
this project is high-density polyethylene (HDPE)
(SABIC Ladene).
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Figure 5 Geometry of molds (a) mold insert 1, (b)
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3.2 Experiment Conditions

All the experiments are conducted with the barrel
front heater temperature of 200°C. Three mold inserts
with significant changes in geometry are used to test
the control system, as illustrated in Figure 5. The
sampling period for inner-loop velocity control is 5
milliseconds. The details about adaptive control of
injection velocity for the inner loop can be found in
references of Yang and Gao (2000) and Li et al.
(2001).

4. RESULTS & DISCUSSIONS
4.1 Open loop test results

The first experiment is conducted with a constant
injection velocity of 25mm/s. The responses of MFP
measurements for three different molds of Figure 5
are shown in Figure 6. It is clear that with a constant
injection velocity, melt-front-velocity varies with the
changes in mold geometry. This indicates the
necessity of profiling the injection velocity. The
oscillations of MFP in Figure 6 are caused by
capacitance measurements.

The second experiment is conducted with mold 3 to
demonstrate the delay variation. As shown in Figure
7, the MFP responses are obtained, one with a
constant injection velocity of 25mm/s (dotted line),
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Figure 6 MFP open-loop test using different molds

injection time (*5ms)
Figure 7 lllustration of the time delay variation

one with a step change injection velocity profile of
25-15mm/s with the step change introduced at
1000ms injection time (solid line), and one with the
same step change profile but different step time of
1275ms (dashed line). Take the MFP response of
constant injection velocity as the reference, the point
where the MFP measurement begin to diverse from
the reference line can be considered to be the starting
time of step change response, and the time difference
between step change time and the starting response
time is the time delay. It can be seen from Figure 7
that the late step change obviously has much larger
than delay than the early step change. The time delay
changes not only with the melt flow development but
also with injection velocity. The measurements are
treated differently by using the injection stroke as the
x-axis. The results are shown in Figures 8a (early step
change) and b (late step change). The delay variation
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in stroke shown in Figure 8 is obviously much
smaller than the delay in time of Figure 7, indicating
the advantage of using the stroke.

4.2 Implementation of the ILC approach

The first step in the ILC controller design is to
determine the number of steps for the filling stage.
Previous works suggests that five steps of velocity
profile are sufficient to achieve a satisfactory constant
melt-front-velocity (Chen, 2002). Considering the
fact that most injection molding machine provide 10
points injection velocity setting, i.e, 9 steps of
velocity profile, so, it has been decided to use 9 steps
for the velocity profiling in this work. The second
issue is to determine the learning gain Lp. A large
gain causes strong changes in the velocity setting and
faster convergence rate, while asmall gain resultsin a
smaller change of velocity profile and a slower
convergence rate. L, has been determined to be 35

for this work after trail and error. The set point for
MFP slope, V,, is selected to be 1.0 in equation 5.

The stroke delay term, N, is determined to be one
step by the above open loop test results.

4.3 |LC search results and discussions

To illustrate the problem with the straight forward
application of the point-to-point ILC of equation 2,
experiment is conducted with the injection velocity
settings directly adjusted by the error between the
MFP set point and measurement. The resulted melt-
front-position responses are shown in Figure 9a, with
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Figure 9 Point-to-point direct iterative searching
of the injection velocity setting (a) MFP
responses and (b) corresponding velocity
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Figure 10 Experimental test of proposed ILC
searching method on mold 2: (a) MFP
responses and (b) corresponding velocity
settings

the corresponding velocity settings shown in Figure
9b. It is clear that the MFP is far from a straight line
even after 30 learning cycles, indicating that the
point-to-point direct learning method cannot work
well. No significant improvement can be made with
changesin learning rates.

The proposed search method as ILC control law (5) is
thus tested on mold insert 2. The injection stroke for
filling this mold is 37.5mm. This stroke is divided
into 9 steps as [16.50, 18.83, 21.17, 23.50, 25.83,
28.17, 30.50, 32.83, 35.17, 37.50], where 16.50 is the
starting point when the melt front reaches the
transducer. Figure 10a shows the measurement
throughout 3 iterations of learning. The initial
injection velocity is set to be a constant of 25mm/s.
The corresponding MFP response, as indicated by the
dashed line, accelerates due to the continuous
decreasing of the mold cross-section area. After only
two iterations, the third cycle’'s MFP response, shown
by the black solid line, overlaps well with the set
point (grey solid line). The corresponding injection
velocity profiles are shown in Figure 10b. Clearly, a
decreasing velocity profile, as shown in the solid line
of Figure 10b, can deliver a uniform filling of mold
insert 2.

The mold 3 with stronger changes in the mold shape
is used to test further the designed profile searching
scheme. The injection stroke is divided differently as
[16.5, 19.0, 21.5, 24.0, 26.5, 29.0, 31.5, 34.0, 36.5,
39.0], due to the mold change. The ILC search



scheme is applied to this new mold without any other
changes. Again, the initial injection velocity is set to
be a constant 25 mm/s. The MFP responses are
plotted Figure 11a. It is clearly shown that after three
iterations, the MFP response is very close a straight
line. The corresponding velocity profiles are shown in
Figure 11b. Due to the delay, the velocity setting after
350 samples has no effect on the MPF response, and
it was thus set to be constant as shown in Figure 11b.

5. CONCLUSIONS

The necessity of profiling the injection velocity to
keep a constant melt-front-velocity throughout filling
to produce uniform injection molded parts is
demonstrated. An ILC is modified to search an
“optimized” injection velocity profile to ensure the
filling of mold cavity at a uniform rate, without the
need of developing a process mold. The proposed
system has been successfully applied to two molds
with significant changes in geometry.
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DYNAMICS OF PROCESS NETWORKS WITH
RECYCLE AND PURGE: TIME SCALE
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Abstract: Process networks with recycle are well-known to exhibit complex dynamics
and to present significant control challenges, due to the feedback interactions induced
by the recycle streams. In this paper, we address the dynamic analysis and control
of process networks with recycle and small purge streams used for removal of light
inert components (feed impurities and/or reaction byproducts) from the recycle loop.
We establish, through a singular perturbation analysis, that such networks exhibit a
time scale separation in their dynamics, with the slow dynamics induced by the small
amount of inert purged from the recycle loop. We also present a model reduction
method for deriving a nonlinear low-order model of this slow dynamics which can be
used to rationally address the control of the level of inerts in the network.

Keywords: singular perturbations, DAE systems, model reduction, nonlinear control

1. INTRODUCTION

Process networks consisting of reaction and sepa-
ration units interconnected through material and
energy recycle are the rule rather than the excep-
tion in the process industries. The dynamics and
control of such networks present distinct challenges,
since in addition to the nonlinear behavior of the
individual units, the feedback interactions among
these units, induced by recycle, typically give rise
to more complex overall network dynamics (e.g.
(Morud and Skogestad, 1994; Mizsey and Kalmar,
1996; Morud and Skogestad, 1998; Jacobsen and
Berezowski, 1998; Bildea and Dimian, 1998; Bildea
et al., 2000; Pushpavanam and Kienle, 2001; Kiss et
al., 2002)). Design modifications (e.g. adding surge
tanks between different units to attenuate distur-
bances propagating through the recycle) can in prin-

1 Partial support for this work by ACS-PRF 38114-AC9 and
NSF-CTS 0234440 is gratefully acknowledged

ciple be employed to minimize these interactions,
but these are not favored by the recent demands
for lower capital and operating costs, and tighter
process integration. At the same time, the efficient
transient operation of such networks is becoming in-
creasingly important, as the current environment of
frequent changes in market conditions and economi-
cal objectives dictates frequent changes in operating
conditions and targets (e.g. product grade transi-
tions, feed switching, etc.) and tighter coordination
of the plant-wide optimization and advanced control
levels (Marquardt, 2000; Kulhavy et al., 2000). A
major bottleneck towards analyzing, optimizing and
better controlling the dynamics of such networks is
the often overwhelming size and complexity of their
dynamic models, which make dynamic simulation
computationally intensive, and the design of fully
centralized nonlinear controllers on the basis of en-
tire network models impractical (such controllers are
almost invariably difficult to tune, expensive to im-
plement and maintain, and sensitive to modeling er-



rors and measurement noise). Indeed, the majority of
studies on control of networks with recycle (see e.g.
(Luyben, 1993; Luyben and Floudas, 1994; Lyman
and Luyben, 1996; Yi and Luyben, 1997)) are within
a multi-loop linear control framework. In a different
vein, a formal framework for stability analysis and
stabilization of process networks, based on passivity
and concepts from thermodynamics, was recently
postulated in (Farschman et al., 1998; Hangos et
al., 1999). The development of a systematic frame-
work for analyzing the nonlinear dynamic interac-
tions induced by recycle structures, and rationally
accounting for them in the controller design clearly
remains an important open problem.

In our previous work (Kumar and Daoutidis, 2002),
we considered process networks with large material
recycle compared to throughput. Within the frame-
work of singular perturbations we established that
the large recycle induces a time scale separation,
with the dynamics of individual processes evolving
in a fast time scale with weak interactions, and the
dynamics of the overall system evolving in a slow
time scale where these interactions become signifi-
cant; this slow dynamics is usually nonlinear and of
low order. Motivated by this, we proposed: i) a model
reduction methodology for deriving nonlinear low-
order models of the slow dynamics induced by large
recycle streams, and ii) a controller design frame-
work comprising of properly coordinated controllers
in the fast and the slow time scales.

In this paper we focus on process networks with a
recycle stream and a purge stream. The latter is
typically used for the removal of inert components
(feed impurities and/or reaction byproducts); the
presence of the recycle can lead to accumulation of
such inert components in the recycle loop, which can
in turn be detrimental to the process operation (e.g.
catalyst poisoning in the reactor) and the process
economics (Belanger and Luyben, 1998; Luyben,
2000). Understanding the dynamics of the inert
components is therefore critical and controlling the
level of such components in the recycle structure can
be a key operational objective.

In almost all such networks with purge streams, the
magnitude of these streams is significantly smaller
than the one of the throughput and/or the recycle
streams, so that raw materials losses and/or pollu-
tion can be minimized. This suggests the possibility
of a “core” dynamics over a much slower time scale
compared to the dynamics of the individual process
units and possibly the overall network dynamics.
Developing an explicit nonlinear model of this slow
dynamics can be beneficial both for analysis and
evaluation purposes, and for model-based control.

Motivated by the above, we consider a prototype
network comprising of a reactor (with gas effluent)
and a separation system, with a gas recycle stream

and a purge stream to remove the light inert com-
ponents. Within the framework of singular perturba-
tions we establish that such a network does exhibit a
time scale separation, with the slow dynamics asso-
ciated with the small purge flowrate. Furthermore,
we describe a model reduction procedure which leads
to an explicit nonlinear model of this slow dynamics,
suitable for analysis and control, and highlight the
analogies between the case of small purge and the
case of large recycle treated in our previous work.

2. MODELING OF PROCESS NETWORKS
WITH RECYCLE AND SMALL PURGE

Consider the network of a gas phase reactor and a
condenser shown in Fig. 1.

AR, yBR, yIR
Fo, yAo, ylo YARYERY

aklsg

Fig. 1. Process network with recycle and purge.

Reactant A is fed at a molar flowrate F, to the reac-
tor, where a first-order irreversible reaction A — B
takes place with a reaction rate constant k;. The
outlet stream from the reactor is fed to a partial
condenser that separates the light unconverted reac-
tant A from the heavy product B. The gas phase,
rich in A is recycled back to the reactor. It is also
assumed that a very volatile impurity I is present
in the feed stream in small quantities. A (small)
purge stream P is therefore used to remove this
impurity from the recycle loop. The interphase mole
transfer rates for the components A,B,I in the

condenser are governed by rate expressions of the
S
form: N; = kja | y; — Tng , where kja denotes a

mass transfer coefficient, y; the mole fraction in the
gas phase, =; the mole fraction in the liquid phase,
P; the saturation vapor pressure of the component
Jj (determined with an Antoine type relation) and P
the pressure in the condenser. Assuming isothermal
operation, the dynamic model of the network can be
easily derived and has the form:
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where N = N4+ N+ Ny and Mg, My, M, denote
the molar holdups in the reactor, vapor phase in
the condenser and liquid phase in the condenser,
respectively.

In order to facilitate a perturbation analysis of this
model, the following assumptions are also intro-
duced:

e The flowrates in the recycle loop are assumed
to be O(1).
e The ratio of the purge to the feed flowrate
under steady state conditions is very small, or
s

F——€<<1.

o The mole fraction of the inert in the feed is very
small, or yrg = aye where ay is O(1).
e The mass transfer rate for the inert component
is very small, or kra = aj€? where oy is O(1).
S

P 1
e The inert is very volatile, or ?f = ay— where
€
(6%) is 0(1)

Note that, based on steady state considerations, in
order to remove an appreciable amount of the inert
component from the recycle loop, the mole fraction
of the inert in the vapor phase in the condenser,
yr, has to be O(1). This implies that O(e€) moles
of inert enter and leave the system through the
feed and purge streams. Note also that the last two
assumptions imply that negligible amount of inert
leaves the recycle loop and exits through the liquid
stream from the bottom of the condenser.

Based on the assumptions above, the dynamic model
of the network takes the form:
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In generic form, the above model becomes:

& = f(z,u') +elg(z) + g°u’ + gPu?]  (3)

where u! denotes the scaled inputs corresponding
to the large flow rates, u° is a scaled input corre-
sponding specifically to the large feed flow rate, u?
is a scaled input corresponding to the small purge
flow rate, g(z) is an O(e) term corresponding to
the rate of inert removal from the recycle loop by
mass transfer, and f, g°, gP are appropriately defined
vector functions.

It is evident that the above model has terms of
O(1) and O(e) which suggests potentially a two
time scale behavior. In what follows, we document
the two time scale feature within the framework of
singular perturbations, and address the derivation of
reduced-order non-stiff approximate models of the
fast and slow dynamics.

3. MODEL REDUCTION

We begin with a description of the fast dynamics.
This is readily obtained by considering the dynamic
model of Eq.1 in the limit as € — 0:

Mp=F,+R—F
. 1
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R
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or in its generic form:
& = f(z,u') ()

This is a non-stiff model that approximates the
dynamics in the original (fast) time scale t. The
steady-state conditions for this system have the form
0 = f(z,u!) or more specifically:

0=F,+R-F

0= F,(1-yar)+ R(ya —ya,r)
—k1NRya.Rr

0 = —F,yr,r + R(yr — y1,r)

0=F—R—(Na+Ng) ©)

0 =F(yar —ya) — Na+ya(Na + Np)
0 = F(yrr — yr) + y1(Na + Ng)

0= (Na+Np)—L

0=Nsg—za(Na+ Np)

0= Irr

Note that not all of these constraints (or equiva-
lently the differential equations in Eq.4) are linearly
independent. Specifically, it can be shown that there
exist only 8 linearly independent constraints. This
is consistent with the fact that these constraints
correspond to steady state constraints in the limit
as the purge flowrate and the feed impurity become
zero. In this limit, the inert moles leaving the reactor
and the condenser are identical, hence the redundant
constraint.

The above observation implies that the steady state
condition in this fast time scale does not spec-
ify isolated equilibrium points, but rather a one-
dimensional equilibrium manifold, which confirms
the presence of the two time scale behavior.

Note also that in this time scale, only the large
flowrates F, R, L affect the dynamics and can be
used for addressing control objectives such as sta-
bilization of holdups, production rate and product
quality. The purge flowrate has, of course, no effect
on the dynamics in this fast time scale.

Turning now to the slow dynamics, let us define a
slow time scale 7 = te. Considering the limit € — 0,
we obtain a description of the slow dynamics of the
form:
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subject to the quasi steady state constraints of Eq.6.

Note that the O(e) terms in the original system de-
scription have become O(1), and thus significant, in
this slow time scale. Note also that the combination
of O(1) terms in the original model has given rise
to finite, yet indeterminate limits in this slow time
scale; we will denote the vector of these unknown
terms by z.

In generic form, the model of the slow dynamics has
the form:

dx
htad 0,0 P, P
ar Z+gu +g°u (8)
0= f(x,ul)
where
. 1 .
z = limeso— f(@,u') 9)

The model of the slow dynamics of the system
comprises thus of a set of coupled differential and
algebraic equations of non-trivial index, as the vari-
ables z are implicitly fixed by the quasi steady state
constraints, rather than explicitly specified in the
dynamic model. Indeed, this model of the slow dy-
namics has a well-defined index only if the flowrates
u! which appear in the algebraic constraints that
determine the constraint state-space are specified as
functions of the state variables z, via a control law
u!(x). Tt can then be shown that the index of the
above DAE system is exactly 2, which implies that
the dimension of the underlying ODE system is 1.
This system captures the slow dynamics induced by
the small purge and small feed impurity, and can
be used to address the control of the impurity level
using the small purge stream in this slow time scale.

An explicit ODE representation of this DAE system
can be obtained be employing a coordinate change
of the form:

o[l o
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Fig. 2. Time responses of all state variables

In these new coordinates, the model of the slow
dynamics has the form

d 0 0 0
T 5O g g O
n=0

Note that it is possible to chose the function ¢(z) so
o9

that ——z = 0. In this case, the variable ( evolves

indeper:fdently of the ‘algebraic’ variables z, and
is essentially a true “slow” variable in the system
(whereas the original state variables exhibit both
fast and slow dynamics). A meanigful choice of the
function ¢(x) which achieves thisis ¢(z) = Mgyrr+
My yy, i.e. the total impurity holdup in the recycle
loop.

Notice that in the above analysis, the quantity of
inert that is recycled is much larger than the inert
throughput. The presence of a single slow mode
associated with the inert is in complete agreement
with the analysis of (Kumar and Daoutidis, 2002),
which predicts a slow model of dimension equal to
the number of components in the recycle loop.

4. SIMULATION STUDY

In what follows we consider a specific network of
the form shown in Fig.1. The parameter values and
the nominal steady states are given in Table 1.
The objective is to verify the results of the analysis
presented above.

As an initial simulation run, we considered an ‘open-
loop’ experiment, whereby the three holdups are
controlled by proportional controllers and we per-
turbed slightly the state variables from their steady
state values. Fig. 2 shows the responses of all state
variables. Observe that all state variables exhibit
a fast transient, followed by a slow approach to
steady state, which is indicative of the two time scale
behavior of the system.

Table 1: Nominal values for process parameters

Fo 1.000 Yor 0.0030

R 2.082 VAR 0.3916

F 3.082 YIR 0.2552

L 0.993 YA 0.3955

P 7.8:1073 Y1 0.3764

Mg 1.740 za 0.3835

My 6.789 zy  4.309 -10°7

My, 2.784

P-Controller gains Kpv 0.9
Kpr 0.9
Kpr 0.9

Antoine parameters A B C

for A: 15.04 273 0

for B: 15.04 273 0

for I: 17.65 273 0

PL 54889 kaa 1

Ve 925.107% kpa 3

Ve 5341073 kja 1-10°6

T 473 k1 0.9

T, 273

Fig. 3 shows the evolution of the total inert holdup
for the same simulation run; note that this variable
exhibits dynamics only in the slow time scale, a fact
which is consistent with it being a true slow variable.

total inert holdup, moles
w w ©
a S o
2 g 2
: : T

%

o
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o
]
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Fig. 3. Evolution of the total inert holdup

Fig. 4 illustrates the eigenspectrum of the dynamic
model of the network, linearized at the nominal
steady state. Observe the presence of a single eigen-
value very close to the imaginary axis, with the
remaining eigenvalues further left in the complex
plane.

0.15

-0.05 b

-0.15 b

-0.2 n
-10 -10

Fig. 4. Eigenspectrum of the linearized system



The model of the slow dynamics derived in the paper
was used as the basis for synthesizing a nonlinear
inpout/output linearizing controller which manipu-
lates the purge flowrate to induce the following first
order response for the total inert holdup ¢ :

d
6+59 — o (12)
dr
with 8 = 4000 and integral action imposed on

the v — ¢ dynamics. Fig. 5 illustrates a closed-loop
simulation run which illustrates the effectiveness of
this controller in tracking a change in the setpoint
of the inert holdup. Finally, Fig. 6 illustrates the

I
©
a

total inert holdup, moles

time, s % 10°

Fig. 5. Closed loop response of the controller to a
5% decrease in the inert holdup setpoint

closed-loop response of the purge flowrate for the
same change in the setpoint of the inert holdup.

X107

8.1

purge flowrate, molls
®
i

7.9+

78 L L L L L L L L
o 05 1 15 2 25 3 35

time, s % 10"

Fig. 6. Purge flowrate change for a 5% decrease in
the inert holdup setpoint

5. CONCLUSIONS

In this work, we have shown that the presence of
a small purge stream for the removal of an inert
component from a process network with recycle, in-
troduces a two-time scale behavior. The slow dynam-
ics of the network was shown to be one-dimensional
and directly associated with the total inert holdup.
A state space realization of this slow dynamics was

derived and employed in the synthesis of an input-
output linearizing controller with integral action for
the total inert holdup. The performance of the con-
troller was tested by numerical simulation, indicat-
ing good setpoint tracking capabilities.
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Abstract: The contribution deals with the application of self~tuning L.Q control of
a laboratory CSTR (Continuous Stirred Tank Reactor). The strategy of the linear
control system is based on a recursive identification of the dual YK (Youla—Kucera)
parameter of the plant and subsequent calculation of a new YK parameter of the
controller. This YK parameter is determined via a non-conventional LQ control
design where squared derivative of the manipulated variable and control error are

considered.

Keywords: CSTR, LQ control, Youla—Kucera parameterisation, spectral

factorisation, Diophantine equation

1. INTRODUCTION

To improve the quality of the products it is neces-
sary to improve the automation (control) of pro-
duction of these products. One of the most impor-
tant control problems in the chemical industry is
a control of chemical reactors. Chemical reactors
represent a typical class of plants with nonlinear
behavior.

A traditional approach to design a control sys-
tem for such plants includes nonlinear strate-
gies (Kanter et al., 2002), robust strategies (Aguilar
et al., 2002; Sampath et al., 2002) or adaptive
strategies (Dostél et al., 1999).

For the most part of theoretical works reference
signal is assumed to be from a class of stochastic
functions. However, in technologic practice, ref-
erences belong always to a class of deterministic
functions. Moreover, practical needs of control
show, that it is not always sufficient to restrict
the output and control signals only. Very often,
the manipulated variable derivatives should be

restricted as well. The solution of such a control
problem represents then a non-conventional LQ
problem (Dostdl et al., 1994).

This paper describes adaptive non-conventional
LQ control of the CSTR. The nonlinear model
of the CSTR is for adaptive application approxi-
mated by an external SISO (Single-input Single-
output) linear model and then it is possible to ap-
ply any of control techniques introduced for linear
systems (Cirka et al., 2002b; Cirka et al., 2002a).

The main aim of this paper is to present an
adaptive LQ control design involving both the
controller and plant model YK parameterisations
and demonstrate its feasibility on the CSTR. Dual
YK parameter has been identified using IDTOOL
— identification toolbox for Simulink (Cirka and
Fikar, 2000). The identification algorithm has
been presented in papers (Mikles, 1990; Mikles et
al., 1992).

The paper is organised as follows. Section 2 recalls
the results of the Youla-Kucera parameterisation.



The simulation and experimental results obtained
from control of a laboratory chemical reactor
are in Section 3. Finally, Section 4 offers the
conclusions.

1.1 Notation

For simplicity, the arguments of polynomials are
omitted whenever possible - a polynomial X (s) is
denoted by X. We denote X*(s) = X (—s) for any
rational function X (s).

2. CONTROL ALGORITHM

Mathematical model of the reactor is described by
the system of nonlinear differential equations with
variable parameters. The modern control theory is
the best developed for linear systems. One of the
possible control solutions for nonlinear systems is
to find an adequate linear mathematical approxi-
mation of the nonlinear object and to apply a self—
tuning algorithm. The procedure presented here
is based on the Youla—Kucera parameterisation:
in each step the dual YK parameter of the plant
model is estimated and subsequently a new YK
parameter of the controller is designed. It is as-
sumed that an initial plant model and stabilising
controller are available.

2.1 System Description

Consider the closed-loop system illustrated in
Fig. 1. A continuous-time linear time-invariant
input-output nominal representation of the plant
to be controlled is considered

Ay = Bu (1)

where y, u are process output and controller
output, respectively. A and B are polynomials
in complex argument s that describe the input-
output properties of the plant.

We assume that the condition degB < degA
holds (i.e. transfer function of the plant is proper)
and A and B are coprime polynomials.

The reference w is considered to be from a class
of functions expressed as

Fw=H (2)

where H, F' are coprime polynomials and deg H <
deg F.

The feedback controller is described by the equa-
tions

Fig. 1. Block diagram of the nominal closed-loop
system

Xu=Ye, Fu=1a (3)

where XY are coprime polynomials and X (0)
is nonzero. The second equation assures that the
controller tracks the class of references specified

by (2).

Consider the nominal plant and the nominal con-
troller transfer functions in the fractional repre-
sentations

Ng Ne
= ¢ =< 4
G Do C Do (4)
where
B A
Ng=—. Dg=— 5
ST YT M (5)
Y FX
Ng = Do = —=
T My TYT M, (6)

and My, My € S with degrees deg(M;) > deg(A)
and deg(Ms) > deg(FX), Dg, N, Dc and N¢ €
RHoo. S denotes the set of stable polynomials and
RHoo the set of stable proper rational transfer
functions.

A stabilising controller is then given by solution
of a Diophantine equation

DeDe + NgNe =1 (7)

Substituting equations (5) and (6) into (7), the
condition of stability in S takes the form

AFX + BY = My M. (8)

2.2 Identification Part

The identification is based on the idea which was
first introduced by Hansen and Franklin (1988)
in view of closed-loop experiment design. It uses
the dual YK parameterisation of all linear time
invariant (LTI) plants that are stabilised by a
given known controller. In order to describe this
method, we need the following theorem.

Theorem 1. Let a nominal model plant G =
N¢g/Dg, with Ng and D¢ coprime over RH oo,
be stabilised by a controller C' = N¢ /D¢, with
N¢ and D¢ coprime over RH .. Then the set of
all plants stabilised by the controller C' is given by



GQ) = 9)

&7 Ng + DcQ
D, Dg— NcQ’

where
Q€ RH (10)
Proof Dual to that of (Vidyasagar, 1985) O

Since our method involves polynomials rather
than polynomial fractions, we present a short
overview of the corresponding transformation be-
tween both descriptions.

Corollary 2. Let a nominal model plant G =
Ng/DG = B/A7 with Ng, Dg, B and A de-
fined by (5), be stabilised by a controller C' =
N¢/De = Y/FX, with No, Do, Y and FX
defined by (6). Then the set of all plants stabilised
by the controller C' is given by

_bq _
CQ =7, =~ A.0-v,0, 0 W
where
Q: % E RHOO, Am = AMQ,
oF

By =BMy, X,, = XM, Y,, =Y M, (12)

Corollary 2 represents the standard parameterisa-
tion of the class of all plants that are stabilised
by the actual controller C. Based on the closed-
loop system in Fig. 2, Hansen and Franklin (1988)
showed that the parameter () satisfies the relation

z=Qx (13)

where the signals z and z can be reconstructed by
filtering the measured data u, y with filters that
depend on known factors of the nominal plant P
and the nominal controller C, respectively

x=Ngy — Dgu (14)
z=Dey + Neu (15)

Then, the YK parameter @) can be identified from
reconstructed auxiliary signals x and z according
the following prediction error equation

e(t,0) = z(t) — Q(O)=(t) (16)

where 6 represents the identified parameters.

2.3 Controller Design Part

The goal of optimal deterministic LQ tracking
is to design a controller that enables the control
system to satisfy the basic requirements

w—?i ¢ O~ D! Ne

Fig. 2. The dual YK parameterisation

e stability of the closed-loop system
e asymptotic tracking of the reference

and in addition the control law that minimises the
cost function

J:/(gaﬁQ(t)Jrz/JeQ(t)) dt (17)
0

where e = w — y denotes the control error and
@ >0, ¥ > 0 are weighting coefficients. The cost
function (17) can be rewritten using Parseval’s
theorem, to obtain an expression in the complex
domain

joo

J=— (@*pu + e*e) ds (18)

For controller design we propose to use the
method described in Cirka et al. (2002b). Let us
at first summarise the known results dealing with
parameterised systems:

Theorem 3. Consider the closed-loop system with
the configuration in Fig. 3 defined by G(Q) and
C(S) where Q@ = Q,/Qq4 and S = FS,,/Sy are
stable proper rational functions. The closed-loop
system is stable if and only if @ and S together
define a stable loop.

Proof (Tay et al., 1989). O

Theorem 4. Consider the minimisation of the cost
function (17) with respect to the YK parameter
S that is specified as a transfer function. Assume
that the nominal system G = Ng/Dg = B/A is
stabilised by a nominal controller C = N¢ /D¢ =
Y/FX and that a stable transfer function @ is
known. Solve spectral factorisation equations for
stable D, and Dy

DiD.=pA;AF*F + BB,  (19)



Fig. 3. Block diagram of the closed-loop system
DDy = A A,H"H (20)
and the coupled bilateral Diophantine equations

for S,, and Sy

D:Sn=—¢DyALF* Yy + YDy B X

—QuDV* (21)
D:Sq=¢D;ASF* Ay F + DB By,
+Q,FDV*. (22)

The optimal YK parameter is then given as

F's FS
§ =" _ n 23
Sd Sd ? ( )

where

5 and sqg = Sd
‘= D.D;

Proof (Cirka et al., 2002b). O

2.4 Combined Algorithm

The adaptive control algorithm is realised in the
following steps:

1. Suppose the initial model P = B/A is known
and stabilised by a nominal controller C' =
Y/X.

2. The filtered variables x and z are obtained
from equations (14) and (15).

3. The dual YK parameter ) is recursively
estimated from equation (13) in the discrete
time intervals t; = kT, with the sampling
period T. Here, the modified LDDIF (Cirka
and Fikar, 2000) identification procedure was
used.

4. The polynomials Dy and D, in spectral fac-
torisations (19) and (20) are calculated.

5. The YK parameter S is updated on the base
of solution of the Diophantine equations (21)
and (22).

6. Jump to step 2.

3. RESULTS AND DISCUSSION
3.1 Mathematical Model
The control algorithm has been tested on control
of exothermic reactor. The mathematical model

of CSTR was developed in the form (Mikles et
al., 1999)

CZ:—: = Vir(qACAi — (g4 +qB)ca) —v
o, A
at %wﬂ — ) - CPT‘sz Br =)
1 kA
+Cprpr (-AH)v — CprT(,);er — Vout)
djtc = 3/—2(1901' —¢) + ijlvcjpc (0 — V)

with initial conditions:

ca(0) = ¢%, 9,-(0) = 92 and 9.(0) = ¥%.
The reaction rate is expressed as

E(0,r—90)
Y .z S
v =2kc’cge F7r%

__ CBigB
= —212
qa +4B

where

concentrations [mol m=3]

volumes [m?]

temperatures [K]

densities [kgm ™3]

¢, specific heat capacities [J kg™t K™!]

q flow rates [m3 min—!]

A heat exchange surface area [m?]

a  heat transfer coeficient [Js™!1 m=2 K~1]

> <o

—AH heat of reaction [Jmol 1]
k  reaction rate constant [molcm 3571
E activation energy [Jmol™!]
R gas constant [Jmol ™! K—!]
y,z the orders of reaction [-]

ks loss of heat coefficient [-]

The subscripts are (-), for the reactant mixture,
(+) for the coolant, (-); for feed (inlet) values and
the superscript ()¢ for steady-states values.

This mathematical model was tested by different
identification methods and parameters in Table
1 were found. For control purposes, the controlled
output and control input are defined as y = 9, —9;
and v = q. — ¢q;.



Table 1. Parameter values, inlet values
and initial conditions

Values of all parameters
V, = 940 cm?

Ve = 90 cm?

cpr = 4180 J kg~ K~!
cpe = 4180 T kg 1 K1
pr = 0.001 kgem ™3

pe = 0.001kg cm—3
qa = 15cm® min—!
g = 6cm® min~!
—AH = 98300J mol~1!
E = 3.091710* Jmol !
ks = 0.007
k =0.091molcm—3s 1
z = 0.875
y = 1.641
Aa = 116.09 Jmin—1 K1
Y9 = 297.65K
R =8314Jmol 1K1

Yout = 293.15 K
Feed values

¥ = 293.15 K

Vs = 298.15 K

ca; = 2.641073 molcm—3
cpi = 1.529710~* molcm—3

Steady-state values

9% = 303.46 K

98 = 303.06 K

5 = 1.478410~* molcm—3

Designed LQ adaptive control was verified in sim-
ulations as well as on the real plant. For the
verification of control algorithm in laboratory con-
ditions it was assumed with the high probability
that data in Table 1 were valid in experiments,
too. The results are very similar.

The goal of the adaptive control has been to
track specified temperature ¥, in the reactor with
exothermic reaction. The temperature ¢, is con-
trolled by the flow rate g. of the coolant.

The experiment was realised in two steps:

1. Control simulation of the CSTR model. The
advantage of the control simulation of the
chemical reaction with thermal effects is to
prevent run-away problems, which can occur
experimentally, particularly for such a reac-
tion.

2. Control of real laboratory CSTR.

In both cases, the nominal transfer function of the
reactor is of the form

B -3.7
G=—=—— 24
A 840s+1 (24)
and the nominal controller is determined as
Y —0.117
- = 2
¢ FX s (25)

The task was

306.5 T

T T
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— Plant(@,)

. . . . . . . . . .
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
Time [s]

Fig. 4. Controlled output time responses

e to identify in each step the dual YK param-
eter of the plant (model) based on the input
(the coolant feed) and output (the temper-
ature in the reactor) data, respectively. The
structure of the identified dual YK parameter
was chosen of the form @ = qo,

e and subsequently to design a new YK param-
eter of the controller.

The following references were tracked:

Step No. | 1 | 2
Time [s] 0 5400
Temperature [K] 306.16 302.16

The boundary of the control input were used
within 0 < u(t) < 140 cm®min~!. The weighting
coefficients in cost (18) were ¢ = 1 and ¢ = 0.003.

The obtained time responses of the temperature in
the reactor (for both cases) are compared in Fig. 4.
The small differences between the responses of
the model and real plant were caused by the
behaviour of the coolant temperature (Fig. 5) in
real experiment. Fig. 6 and 7 shows simulation
and experimental coolant feed and identified dual
YK parameter.

Note 1. We have realised several experiments
with various control structures (fixed controller
and classic self-tunning controller). Both control
structures performed well. However, the fixed con-
troller cannot handle parameter changes of the
reactor and its performance can deteriorate.

4. CONCLUSIONS

In this paper an adaptive LQ controller design
procedure was presented. The design method is
based on the idea of YK parameterisation of the
controller and the plant model. The algorithm was
applied to a CSTR. The advantage of this method
resides in the fact that in the case of CSTR only
one parameter needs to be identified in order to
update the controller.
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