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Abstract: Controlling gas turbines (GTs) efficiently is vital as GTs are used to balance power
in onshore/offshore hybrid power systems with variable renewable energy and energy storage.
However, predictive control of GTs is non-trivial when formulated as a dynamic optimisation
problem due to the semi-continuous operating regions of GTs, which must be included to ensure
complete combustion and high fuel efficiency. This paper studies two approaches for handling
the semi-continuous operating regions of GTs in hybrid power systems through predictive
control, dynamic optimisation, and complementarity constraints. The proposed solutions are
qualitatively investigated and compared with baseline controllers in a case study involving
GTs, offshore wind, and batteries. While one of the baseline controllers considers fuel efficiency,
it employs a continuous formulation, which results in lower efficiency than the two proposed
approaches as it does not account for the semi-continuous operating regions of each GT.
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industrial applications of optimal control, power systems, and gas turbines.

1. INTRODUCTION

A large share of Norway’s greenhouse gas (GHG) emissions
stem from using offshore gas turbines (GTs) as the primary
power source (Norwegian Petroleum Directorate, 2019). In
generating electricity, fossil fuel is combusted, thus releas-
ing GHG emissions. To reduce the emissions, alternative
power sources such as offshore wind with batteries can
be included in the grid to form offshore hybrid power
systems (OHPS) to increase the penetration of renewable
energy, see Fig 1. Such a modification to the offshore en-
ergy infrastructure can be achieved without modifying the
operation of the GTs, as the reduction in emissions comes
from replacing part of the GT power through renewable
generation (Hoang et al., 2022). Besides increasing the
penetration of renewable energy, operating GTs more ef-
ficiently with predictive control reduces emissions (Hoang
et al., 2023a). Such approaches, though, are limited as GTs
should generally be operated at all but below minimum
load or during start-up to ensure complete combustion
and high fuel efficiency (R. Pavri, G.D. Moore, 2001).
This results in semi-continuous formulations which can be
handled via mixed-integer variables (Pan et al., 2016, Jiang
et al., 2021) to ensure complete combustion while enabling
the GTs to turn themselves off when not needed. However,
this also results in nonlinear mixed-integer formulations,
which may be intractable if the prediction horizon for
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Fig. 1. An illustration of offshore hybrid power systems.

which the nonlinear dynamic optimisation problems aims
to solve is too large (Koppe, 2012). For OHPS, these
prediction horizons may be in hours or even days due to the
use of weather forecasts for increased performance (Hoang
et al., 2023a).

This paper proposes to use complementarity constraints
to approximate the discrete formulation with continuous
formulations. The idea is that given some complementarity
constraints, a continuous variable can be formulated to
exhibit the same discrete behaviour as a discrete variable,
which can be solved with standard nonlinear program
solvers (Baumrucker et al., 2008, Biegler, 2010). Based
on complementarity constraints, this paper proposes two
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different economic nonlinear model predictive control (EN-
MPC) formulations to account for the semi-continuous
operating region of GTs to operate the GTs efficiently in
an OHPS case study with variable wind and batteries.

The paper starts with section 2 to present the OHPS with
a focus on GTs. Section 3 presents the ENMPC formula-
tions without and with complementarity constraints. The
methods are then validated in simulation with Section 4.

2. OFFSHORE HYBRID POWER SYSTEMS

This section aims to give an overview of the OHPS and
focus on how GTs with varying maximum power outputs
can be operated efficiently.

2.1 Modeling of Offshore Hybrid Power System

This paper considers an isolated nonlinear OHPS consist-
ing of a GT cluster with J different gas turbine generator
(GTG) systems with varying maximum power output, a
wind turbine generator (WTG) system based on a static
power curve, and a battery (Bat) system with the following
system dynamics f : R™* x R™ x R" — R"™ described
by the system state x(t) € R™, input u(t) € R™, and
parameter p(t) € R"r

&= f (2(t),u(t), p(t)), (1)

.
where z(t) = [Vf‘tg(t) PEE(r) . socbat(t)} L ult) =
[TE5() ... 1°(1)] ', and p(t) = [vWind(t) P&(1)] T in
which VE'(t) [pu] and PE*(t) [W] describe the GTG fuel

flow and power output where j € [1,J], SOC*(t) [%]
describes the battery state of charge, T8%(t) [pu] describes
the GTG throttle, I°* (t) [A] describes the battery current,
vWind(¢) [ms=1] describes the average WTG rotor wind
speed, and PV'8(t) [W] describes the WTG power output
(refer to Hoang et al. (2022) and the references therein for
further information on the modelling and assumptions).

2.2 Control Objective

Generally, the control objective of this OHPS is to, in
decreasing order of importance (Hoang et al., 2023a)

(1) Satisfy the uncertain total power demand

(2) Maximise WT'G power to reduce GHG emissions
(3) Optimal GTG operation to reduce emitted COq
(4) Maximise the battery SOC for system flexibility
(5) Minimise actuator effort

This paper will focus on control objective 3 and highlight
the impact of introducing semi-continuous optimisation
variables in the controller while assuming that control
objectives 1, 2, 4, and 5 are satisfied sufficiently.

Optimal GTG operation can mean many things. This
paper focuses on high fuel efficiency, as the fuel efficiency
nee(t) of each GTG directly affects the emitted GHG
emissions (measured in COz)

CH, (t) B MCOz Pgtg<t)

-~ MOHs pete(p)LHVCH

(2)
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Fig. 2. The relationship between GTG efficiency 18 and
partial load as defined by (3) and (4). A cut-off at 35%
partial load based on GE (2022) in red illustrates the
semi-continuous operating region of GTGs.

Equation 2 is derived by assuming ideal stoichiometric
combustion of methane with air

CH, + 2(0, + 3.76N,) — CO, + 2H,0 + 7.52N,,

where M is the molecular weight [g/mole], m(t) [kg/s]
is the mass flow of reactant/product, LHV is the lower
heating value, and where the fuel efficiency n&%(¢) can be
approximated and computed from a semi-continous second
order efficiency curve based on a normalised minimum load
requirement P8'$™1 (Nirbito et al., 2020)

. 1 PEE(1)? 4 ap PRE(f),  if PEUS(f) > petemin
n¥E(t) = ,
0, otherwise,

(3)

where q; are fitted constants and P8%8(¢) is the normalised
power based on the maximum output P&temax

_ pgtg(t)

PE(t) = Paigmax’ (4)
As can be derived from (2), (3), (4), and Fig. 2, optimal op-
eration of GTGs despite the semi-continuous formulation
for n&'€(t) can be achieved by continuously maximising
n%'8(t) for each of the GTGs if P8's(t) > pstemin and
not include the possibility of shutting down each GTG
in the dynamic optimisation problem. A disadvantage of
such an approach is that it limits how multiple GTGs
can be operated, as there are scenarios where shutting
down one or more GTGs can improve 18%(t) as GTGs are
inefficient at low partial load. Based on this observation,
this study aims to show how this limitation can be handled
by enabling the semi-continuous operating regions of each
GTG in the dynamic optimisation problem with the intro-
duction of complementarity constraints. Two approaches
are subsequently shown which optimise 78%8(t)

(1) Directly by including n8%(¢) in the cost function.
The resulting controller can thus focus on maximising
ne*8(¢t) by operating each GTG at a high load and
possibly completely shutting down each GTG.

(2) Indirectly by only allowing each GTG to be at
maximum load or completely shut down. The result-
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ing controller prevents each GTG from operating at
partial load, which is characterised by lower efficiency.

3. OPTIMAL CONTROL OF GAS TURBINES

This section describes the two proposed approaches for
maximising fuel efficiency for a cluster of GTGs in an
OHPS with complementarity-constrained ENMPC. First,
a baseline ENMPC approach which does not consider
the semi-continuous operating region of the GTGs is
presented in Section 3.1 before the two approaches with
complementarity constraints are given in Sections 3.2
(direct approach) and 3.3 (indirect approach).

3.1 Control with economic cost

One way of optimal operation of OHPSs without consid-
ering the semi-continous operating region of GTGs is to
utilise an ENMPC, given some constraints and an eco-
nomic cost V (x(¢),u(t)) (Rawlings et al., 2017)

to+Np
min / V (z(t),u(t)) dt

e(u(t) Sy, )

5.t &= f (x(t),u(t),p(t), t € [to, Np]
),p(t)), t € [to, Np]
)

0 =gp (x(t),u(
Y te[to,Np] (5)

t
h (x(t), u(t), p(t)
JJ(t) eXCR", te [to,Np]
U(t) cUCR"™, te [to,Np]
x(to)

to maximise the efficiency and minimise actuator effort

- xt(n

J

V((t), u(t)) = — D KFEn5(t) +

Jj=1

u(t) Kiu(t), (6)

with K being positive matrices/constants to be tuned and

J
gp(x(t), u(t), p(t)) = Z PEE(t) + PYE() (7)
+ Pbat (t) o Pdemand(t%

which boils down to solving a finite-horizon nonlinear
program (NLP) with standard techniques where Np is
the prediction horizon, & = f(---) are dynamic model
constraints, gp(---) is a constraint to ensure that the
power demand Pdemand(¢) is always satisfied, and z(t)
and u(t) are the decision variables to be optimised for the
prediction horizon inside of some set X and U where u(to+
dt) is the optimal control policy when solving (5). The
control law is computed iteratively in a receding horizon
manner at every time step d¢ based on the current initial
system state z;, while adhering to the operating region of
each GTG specified by the minimum and maximum load
requirement

h(x(t), u(t), p(t))

Since the GTG operates within these requirements, &% (¢)
can be optimised without introducing discrete variables.
However, this also means that the GTGs cannot be turned

_ Pgtg,min S Pgtg(t) S Pgtg,max- (8)
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off as the ENMPC does not consider the whole semi-
continuous operating region of GTGs. It is essential to note
that generally, having the GT with the largest output at
high efficiency is more critical, as that GT burns more fuel
than the smaller GTs, thus releasing more GHG. This can
be achieved by letting K2%(t) > K%(t)...... >> K5%(t)
when tuning (6).

3.2 Direct control with complementarity constraints

A mixed-integer formulation can be used to account for
the semi-continuous operation region of each GTG. To
include shut-down flexibility in the optimisation problem,
the following inequality constraint can be used with a
binary variable z;(t) for each of the GTGs

2 (1) PR < PES(1) < 2 (1) PEET G e [1,J], (9)

to impose the following logic

Pgtg,min Pgtg,max f 2 (1) = 1.

Pjgtg(t) c [ vt g ) 1 Z]( ) (10)
0, if Zj (t) =0.

To approximate z;(t), two continous variables y;(t) € [0, 1]

and g¢;(t) € [0,1] are introduced and approximated to be
binary with the following constraint (Baumrucker et al.,
2008)

0 <y;(t)g;(t) <0,

which are made complementary with

qj(t) =1 —y;(t). (12)

Equations (11) and (12) forces y;(t) and g¢;(t) to be
either 0 and 1. A new ENMPC formulation can then
be defined with complementarity constraints to directly
optimise njgtg (t) with the same structure as the ENMPC
from (5) where the complementarity constraints are en-
forced by replacing (8) with (9), (11), and (12) for all J
GTGs. To avoid infeasibility and numerical stability, the
complementarity constraints have been implemented as a
penalty term with a regularisation term dy,(¢) = y;(t) —
y;(t + dt) in the cost instead. By penalising dy;(t), the
controller with complementarity constraints is regularised
to minimise excessive switching between 0 and 1 for the
new variables. The new cost function for the proposed
complementarity-constrained ENMPC, which takes into
account shut-down and start-up, can be defined according
o (13) by modifying the previous ENMPC formulation
(5) with a modified cost function which enables the GTGs
to be optimised over the whole semi-continuous operating
region.

(11)

J
Z dy] TKdydyJ( t)+ (13)

5195 ()g; (1)) + V(@ (1), u(?)).

Vi (@(t), ult), y

3.3 Indirect control with complementarity constraints

Another way of using complementarity-constrained EN-
MPC to control GTGs is by preventing each GTG from
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ever being at partial load, i.e., always at either maximum
partial load or turned off

Pgtg,max

Pjgtg(t) _ { j ) ?f y;(t) = 1. (14)

0, if y;(t) = 0.
Such an approach is efficient, as each GTG is the most
efficient at its maximum partial load with no emission
released when turned off. Similar to (9), an equality
constraint for each GTG can be formulated to ensure this
bang-bang behaviour

g2(x(8), y(1)) =Pf*8(t) —y; (O PF=™™, j € [LJ]. (15)

A new ENMPC formulation can then be defined with
complementarity constraints again with the same struc-
ture as the ENMPC from (5) where the complementarity
constraints for indirect optimal control are enforced by
replacing (9) with (15) with a new cost function which
now omits 7% (¢) all together

B

V() u(t), y(t), a(t)) = Y (dy; () T K 3dy; (t)+ (16)

<.
Il
<

KYy;(t)q; (1)) + u(t) T K3u(t).

<

It is important to notice from the last ENMPC formulation
that 1% (¢) is not directly optimised in the dynamic opti-
misation problem but rather indirectly optimised. With
the last formulation, prioritising the largest GTG for
high fuel efficiency is not required, as one can assume
that given fast enough switching, n8'8(t) will always be
for all GTGs at its maximum fuel efficiency due to the
equality constraint from (15) since P&'(¢) ¢ (0, Pete:max)
where the efficiency is sub-optimal, see (3) and Fig. 2.
This approach bypasses the minimum load requirement as
pgtg(t) ¢ (O7Pgtg,min).

4. SIMULATION AND VALIDATION

This section aims to show how the proposed complementarity-

constrained ENMPCs can be used to control GTGs in an
OHPS for reference tracking. For comparison reasons, the
previous methods are compared. First, a baseline ENMPC
which follows (5) is investigated where ng'8(t) is directly
optimised, but where the semi-discrete behaviour of GTGs
is not accounted for. Thus, the GTGs can only operate
above the minimum partial load with no option to turn
them off. Secondly, an improved ENMPC formulation with
complementarity constraints (ENMPC+CC 1) is included
where 188 (t) is directly optimised where the controller can
turn off each GTG due to the use of complementarity con-
straints. Lastly another ENMPC formulation with com-
plementarity constraints (ENMPC+CC 2) where ng'e(t)
is indirectly optimised by constraining the GTG power
to be P(t) ¢ (0, Pe&ma) js included. Furthermore,
another baseline ENMPC which follows (5) where 78" (¢)
is omitted from the cost is included to understand the
case where efficiency is not optimised at all (i.e., where
the OHPS only aims at meeting some reference with no
regards to the optimality of the GTGs). See Table 1 for
the identifiers.
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Table 1. Identifiers of the methods.

Identifier Method
1 Baseline ENMPC 1 where nftg(t) is omitted
2 Baseline ENMPC 2 where nftg(t) is included
3 CC-ENMPC 1 (n;g.tg(t) is directly optimised)
4 CC-ENMPC 2 (n]gtg(t) is indirectly optimised)

4.1 Simulation environment and variables

A computer with an Apple M2 is used to simulate the
controllers for this study. The controllers are formulated
with open-source software with Python and CasADI (An-
dersson et al., 2019), utilising a multiple shooting approach
(Bock and Plitt, 1984) with Euler’s method for integration,
and solved with IPOPT (Wichter and Biegler, 2006) using
mumps as the linear solver. The simulation study length is
set to a day (24 hours) with a time step of 150 s, where the
plant and the controller assume no plant-model mismatch,
and where the controllers are recomputed every time step
with a prediction horizon of 120 time steps = 5 hours. The
demand to be met is defined based on a Gaussian random
variable A/ that changes its value every hour based on the
magnitude of PV'8(¢)

J
Pdemand (t) :Pwtg(t) + Z 0.65Pjg;tg,max
j=1

+ N (0,0.85PV (1)),

(17)

where Pdemand(4) is clipped to make sure that it can be
met with the combined power systems at their maximum
power output, but also to make sure that the problem
is feasible for when the GTGs have to be operated at
minimum partial load P8'®™" for the methods which do
not employ complementarity constraints as these methods
cannot turn off the GTGs during operation

J
gtg,min demand ohps,max
Z P <P t)<P ,
Jj=1

(18)

where Pohps,max _ 2221 Pjgtg’max 4 pwtgmax | pbat,max_
To highlight the effect of complementarity constraints,
pdemand () and PWV'8(t) are assumed to be known for
the whole simulation study where the hourly average
wind speed in this simulation study is obtained from
RenewableNinja (Staffell and Pfenninger, 2016) around
the HyWind Tampen area on 07.06.2019 at the Northern
Continental Shelf which is also used to scale the power
curve to a maximum value of P%t&max — 88 MW with a
static power curve based on real data from a wind farm
in Denmark (Hoang et al., 2023b). This paper considers
an OHPS with 3 LM2500 GTGs in the cluster, each
modified so that the maximum power outputs Pjgtgmax
are 55 MW, 30 MW, and 15 MW, with a minimum
partial load requirement at 35% (GE, 2022), and a battery
with minimum and maximum power output PP?:™aX and
pratmin ot 4 80 MW. Initial system state and input are
set to x(0) = [le-3, le-3, le-3, le-3, le-3, le-3, 70] T and
u(0) = [le-3, 1e-3, le-3, 1le-3] T where each method is tuned
by trial and error.
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Fig. 3. Time profiles of the total power Piotal, GTG power Py, WI'G power Py, battery power Pha, and battery
state of charge SOCy,; from the different methods, given current wind speed vying. The stipulated black lines are
the quantities given for this specific simulation study, such as the wind speed and the demand.

4.2 Key performance indicators

Three key performance indicators which are relevant to
control objective 3 are used for the subsequent analysis

(1) How much power is produced? - P88
(2) How efficient is the produced power (average)? - 18’8
(3) How much emission is released? - GHGE"

which are computed relative to the absolute baseline
ENMPC formulation (method 1)

Pgtgh " )
Eg® = Z/ ROt dt- 100 — 100, (19)
Prnethod 1 t)
GHG®'® t
GHGE® = Z/ +th°d‘()dt -100 — 100,  (20)
j= C'HC'method l(t)
ete = /Z 7 788 (t)dt - 100 — 100, (21)
gtg
where 27_ P% = 1 with P = 72— and i € [1,4].

Z j=1 Pj
The idea is that each subsequent ENMPC formulation
after method 1 results in improvement, as they all focus

on increasing fuel efficiency. Thus, it is easier to capture
this improvement in relative values.

4.8 Simulation study results - Reference tracking

This subsection examines the proposed methods where the
results from applying methods 1-4 for controlling GTGs

Table 2. Key performance indicators.

Method ES® (%] 7555 [%)] GHGE® [%)]
1 0.00 43.39 0.00
2 7.62 45.08 4.71
3 7.56 48.49 -3.25
4 2.49 50.54 -11.96

inside of an OHPS can be seen in Fig. 3, which shows the
time profiles of each power system. Without looking at
the GTGs, one can see how P"'8(t) follows v¥"d(¢) due
to the static wind power curve which is used. Additionally,
the power demand also follows vVind(¢) due to (17). Here,
the controllable variables to meet the power demand are
the GTG powers Pjgtg(t) (P#'¢ is here the summed GTG

power over the cluster) and the battery power PP (t),
where the SOCP?(¢) is included to help the subsequent
analysis. Additionally, the key performance indicators for
each method have been collected and shown in Table 2
The first thing to notice from Fig. 3 is that methods
1 and 2 do not allow the GTGs to be turned off and
thus have to operate between 35% and 100% partial load.
Method 3 and 4, on the other hand, can be turned off when
required, with method 4 being constrained to either be
at 100% partial load (maximum power output) or turned

ff (at 0%) in contrast to method 3, which can operate
continuously between 35% and 100%. Something else to
notice is that methods 2 and 3 end the simulation run with
a fully charged battery. This is achieved by using the GTGs
which can be confirmed by looking at Table 2 which shows
that methods 2 and 3 use each GTG more than methods 1
and 4. An explanation behind this increased usage can be
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Table 3. Average Computational cost of fully
solving the different methods at each time step.

Method 1
0.04 s

Method 2
0.14 s

Method 3
0.51 s

Method 4
1.12 s

derived from looking at the cost function of methods 2 and
3, which focuses on maximising the GTG fuel efficiency
ne'(¢). Increasing n&'€(t) can be achieved by operating
the GTGs at a higher partial load. Thus, to maximise
7%%8, methods 2 and 3 increase their GTG power output by
storing excessive GTG power usage with the battery until
fully charged. With this, methods 2 and 3 increase the
efficiency from method 1, which does not optimise 18 (t)
at all by 1.69% and 5.10%, which increases the GHG
for method 2 by 4.71% in contrast to method 3, where
total GHG is decreased by 3.25%. The increased GHG in
method 2 is due to the increased usage of GTGs, while the
decreased GHG in method 3 compared to methods 1 and
2 is due to the more efficient operation of the GTGs as
a consequence of the use of complementarity constraints,
which allows method 3 to completely turn of each GTG
instead of letting them run at low efficiency.

One can see from Table 2 that method 4 increases the
efficiency further by 2.03% compared to method 3, which
decreases the GHG emissions further by 8.71%. The in-
crease in 78'% is, in contrast, not due to just increasing
the GTG power and using the battery proactively to store
excess power, but rather by turning each GTG on or off
as shown in Fig. 3. Since method 4 relies on such binary
behaviour, instead of storing excess power in the battery,
the end SOCP*(¢) is in a similar range as method 1.
This increase in performance is at the cost of increased
computational cost, see Table 3. However, these values still
show that the proposed controllers are real-time solvable.

4.4 Simulation study results - Effect of reqularisation

The regularisation term K;‘y in the complementarity-
constrained ENMPC (method 4) plays a vital role in
the behaviour of the resulting controller since it directly
translates to whether Pjgtg is at its maximum load, or com-
pletely turned off. As can be derived from (16), K;iy is used
in dyj(t)TK;lydyj(t) to minimise the amount of switching
between the semi-continuous states of y;(¢) which repre-
sents the on/off status of the GTGs. In practice, reducing
switching is desirable as it can lead to less maintenance
and strain on the equipment. The effect of decreasing and
increasing K;-iy can be seen in Fig. 4 and Table 4 under the
same simulation environment and wind speed data as the

previous study (y; and y3 are omitted in Fig. 4 to remove
clutter).

As expected, Fig. 4 shows that reducing K;-ly results in
more switching between the on and off states of the GTGs
which leads to high efficiency as seen in Table 4. According
to GE (2022), the LM2500 GTGs can ramp up to 30 - 60
MW /min. Therefore, having a relatively small value for
K;-iy is feasible given that one does not care about the
excessive switching, which may lead to stress and fatigue
on the turbine. On the other hand, setting K;ly too high
can result in a more continuous dynamic for y;(t), as
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Fig. 4. Time profiles of the second semi-continous variable
y2 given different values for K;.iy in (16).

observed in Fig. 4 which decreases the efficiency as seen
in Table 4. This behaviour is due to the design choice
made in this paper, which implements complementarity
constraints as a cost function term in the cost function.
This choice allows for a more feasible problem while not
entirely constraining y,(¢) to be binary. As K;iy becomes
too large, the term dyj(t)TK;-lydyj (t) directly competes
with the complementarity constraints, which can cause the
complementarity constraint to break down. One possible
solution is to implement complementarity constraints as
a constraint instead of as a term in the cost function.
However, this approach may lead to numerical difficulties
unless relaxed (Hoheisel et al., 2011).

5. CONCLUDING REMARK

This paper proposes two ENMPC formulations for max-
imising GT fuel efficiency in gas-balanced hybrid power
systems with complementarity constraints. One method
optimises the GT fuel efficiencies directly, while the other
optimises the efficiency indirectly. It can be argued that
the latter approach is a special case of the former, where
the weight on the efficiency in the cost function is infinite.
Simulation results suggest that the latter performs better
in terms of fuel efficiency as the direct approach results in
a fully charged battery, which offers no future flexibility for
storing excess green energy from the wind power system.
Another disadvantage of the direct approach arises when
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Table 4. Fuel efficiency when varying Kfy in (16).

1e-6ij 1e-5ij 1e-4ij

1e-3ij 1e-2ij 1e-1ij 1e0ij

788 [%) 50.60 50.60 50.60

50.60 50.60 50.59 50.54

1e1ij 1e2ij

1e3ij

1e4ij 1e5ij 1e6ij

50.33 49.81

neE (%]

49.79

48.74 47.56 44.87

one also considers that battery power may leak over time
(Ryu et al., 2006). Future work should investigate modifi-
cations of these two proposed formulations. For example,
penalising the GHG emissions instead of the efficiency may
solve the disadvantages of the direct approach and may be
more meaningful when operating GT's, as the ultimate goal
is to reduce emissions.

Additionally, future work should expand on this case study
by considering wind speed and power demand forecasts at
a higher granularity, which, in practice, can be uncertain.
A complete framework where power demand is met while
operating each GT efficiently despite unreliable forecasts
is paramount for actual implementation in real life. Es-
pecially with the recent interest in offshore energy hubs
(Zhang et al., 2022) for applications such as maritime
transport, aquaculture, and green hydrogen production
(Mikkola et al., 2018, Gea-Bermudez et al., 2023), but also
since GTGs are expected to be the conventional generator
of choice to meet variable and unpredicted changes in net
demand for balancing purposes (Baldick, 2014).

REFERENCES

J. Andersson, J. Gillis, G. Horn, J. Rawlings, and M. Diehl.
CasADi — A software framework for nonlinear optimiza-
tion and optimal control. Mathematical Programming
Computation, 11(1):1-36, 2019.

R. Baldick. Flexibility and availability: Can the natural
gas supply support these needs? I[FEE Power and
Energy Magazine, 12(6):104-101, 2014.

B. Baumrucker, J. Renfro, and L. Biegler. Mpec prob-
lem formulations and solution strategies with chemical
engineering applications. Computers & Chemical Engi-
neering, 32(12):2903-2913, 2008.

L. T. Biegler. Nonlinear Programming.
Industrial and Applied Mathematics, 2010.

H. Bock and K. Plitt. A multiple shooting algorithm for
direct solution of optimal control problems. 9th IFAC
World Congress, 17(2):1603-1608, 1984.

GE. LM2500 product specifications, GEA32937B, 2022.

J. Gea-Bermudez, R. Bramstoft, M. Koivisto, L. Kitzing,
and A. Ramos. Going offshore or not: Where to generate
hydrogen in future integrated energy systems? Fnergy
Policy, 174:113382, 2023.

K. Hoang, B. Knudsen, and L. Imsland. Hierarchical
nonlinear model predictive control of offshore hybrid
power systems. IFAC-PapersOnLine, 55(7):470-476,
2022.

K. T. Hoang, B. Rugstad Knudsen, and L. Imsland. Ref-
erence optimisation of uncertain offshore hybrid power
systems with multi-stage nonlinear model predictive
control. In 2028 American Control Conference (ACC),
pages 1251-1257, 2023a.

K. T. Hoang, C. A. Thilker, B. R. Knudsen, and L. Ims-
land. Probabilistic forecasting-based stochastic nonlin-

Society for

514

ear model predictive control for power systems with in-
termittent renewables and energy storage. IEEE Trans-
actions on Power Systems, pages 1-12, 2023b.

T. Hoheisel, C. Kanzow, and A. Schwartz. Theoretical and
numerical comparison of relaxation methods for math-
ematical programs with complementarity constraints.
Mathematical Programming, 137:1-32, 02 2011.

T. Jiang, C. Yuan, R. Zhang, L. Bai, X. Li, H. Chen,
and G. Li. Exploiting flexibility of combined-cycle gas
turbines in power system unit commitment with natural
gas transmission constraints and reserve scheduling.
International Journal of FElectrical Power & FEnergy
Systems, 125:106460, 2021.

M. Koéppe. On the complexity of nonlinear mixed-integer
optimization. In Mized Integer Nonlinear Programming,
pages 533-557, New York, NY, 2012. Springer.

E. Mikkola, J. Heinonen, M. Kankainen, T. Hekkala, and
J. Kurkela. Multi-platform concepts for combining
offshore wind energy and fish farming in freezing sea
areas: Case study in the gulf of bothnia. In ASME 2018
37th International Conference on Ocean, Offshore and
Arctic Engineering, volume 6, Oct. 2018.

W. Nirbito, M. A. Budiyanto, and R. Muliadi. Perfor-
mance analysis of combined cycle with air breathing
derivative gas turbine, heat recovery steam generator,
and steam turbine as Ing tanker main engine propulsion
system. Journal of Marine Science and Engineering, 8:
726, 2020.

Norwegian Petroleum Directorate. Resource Report, 2019.

K. Pan, Y. Guan, J.-P. Watson, and J. Wang. Strength-
ened milp formulation for certain gas turbine unit com-
mitment problems. IEEE Transactions on Power Sys-
tems, 31(2):1440-1448, 2016.

R. Pavri, G.D. Moore. Gas turbine emissions and control.
GE Reference Library, GER- 4211, 2001.

J. Rawlings, D. Mayne, and M. Diehl. Model Predictive
Control: Theory, Computation, and Design. Nob Hill
Publishing, Jan. 2017.

H. Ryu, H. Ahn, K. Kim, J. Ahn, K. Cho, and T. Nam.
Self-discharge characteristics of lithium/sulfur batteries
using tegdme liquid electrolyte. Electrochimica Acta, 52
(4):1563-1566, 2006.

I. Staffell and S. Pfenninger. Using bias-corrected reanal-
ysis to simulate current and future wind power output.
Energy, 114:1224-1239, 2016.

A. Wichter and L. Biegler. On the implementation of an
interior-point filter line-search algorithm for large-scale
nonlinear programming. Mathematical programming,
106:25-57, 03 2006.

H. Zhang, A. Tomasgard, B. R. Knudsen, H. G. Svendsen,
S. J. Bakker, and I. E. Grossmann. Modelling and
analysis of offshore energy hubs. FEnergy, 261:125219,
2022.



