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Abstract— In this paper, we consider a special class of Net-
worked Control Systems (NCS) that occur in embedded systems
where a hierarchical schedule is employed and uncertainties
may be present either in the plant or in the network. An
adaptive controller is proposed to accommodate the effect of
uncertainties. It is shown that this adaptive controller can
accommodate the uncertainties, stabilize the system, make use
of the structure of the hierarchical scheduler in its design,
and result in improved performance compared to non-adaptive
NCS.

I. INTRODUCTION

Embedded control systems are ubiquitous and can be

found in several applications including aircraft, automobiles,

process control, and buildings. An embedded control system

is one in which the computer system is designed to perform

dedicated functions with real-time computational constraints

[1]. Typical features of such embedded control systems

are shared networks used by different components of the

systems to communicate with each other, a large number of

sensors as well as actuators, and their distributed presence

in the overall system. The design of embedded controllers

and the communication and computational networks that

support them poses a number of challenges in their analysis

and synthesis including network protocols, compatibility of

operating systems, and methods for optimizing the combined

performance of the control and real-time computing systems.

A common feature in networked control systems is the

need for shared resources. Constrained by space, speed, and

cost, often information has to be transmitted using a shared

communication network. In order to manage the flow of

information, protocols that are time-triggered [2] and event-

triggered [3, 4] have been suggested over the years. In order

to maintain flexibility in scheduling while minimizing delays

for critical functions and conserving resources, a hierarchical

schedule such as FlexRay has been proposed in [5] and has

been used in several applications [6].

The digital implementation of the communication network

introduces a delay. Therefore, for accurate performance, the

control system has to explicitly incorporate the delay in its

design. A good deal of the research on networked control
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systems (NCS) is focused on this effort (for example, [7, 8]

and references therein). A specific aspect of NCS is the

combined design of its two major components of control

and communication. This co-design is being explored more

recently in [9–24]. In [12], a Control Server was used to

reduce the input-output latency. In addition, different strate-

gies such as a feedback loop for sampling times were used to

minimize jitter. In [22], feedback-feedforward loop was used

to adjust the sampling period of the control tasks in order

to optimize a performance criterion. In [14], the problem of

optimal control and scheduling was solved by transforming

the system into a mixed integer quadratic programming prob-

lem. Control theoretic principles based on linear systems,

feedback control, and optimization are used to determine

parameters such as sampling period and resource allocation

so as to maintain both an efficient control performance

and CPS utilization. In [18] and [23], the schedulability

analysis of real-time tasks with respect to the stability of

control functions is discussed. However, the platforms are

simple platforms and the focus of our paper is the use of

more advanced platforms. In [20], modeling the real-time

scheduling process as a dynamic system, an adaptive self-

tuning regulator is proposed to adjust the bandwidth of each

single task in order to achieve an efficient CPS utilization.

But the focus, however, is on a single processor. In [24], for

subsets of the set of applications a schedule is derived with

an iterative procedure. Theses schedules are stored on the

processor if they are necessary and fit into the memory. A

good survey paper on co-design can be found in [13].

In both [16] and [25], the implementation of multiple

control applications on multiple computational nodes is

considered. In [25], an empirical co-design is proposed by

which a controller is first derived that is robust to specified

sampling period and delays, and then a scheduling procedure

is proposed that is shown in simulation results to lead to

a desired QoC and meet the scheduling constraints. No

analytical guarantees are provided for this co-design. Also,

no hybrid protocols are considered. If any changes are made,

this entire process of control and scheduling designs is

repeated. A similar sequential co-design is proposed in [16],

where a control system is designed using a delay-impulsive

modeling approach first, and then a physical architecture

with an EDF scheduling policy is chosen. A schedulability

analysis is carried out that guarantees that all control-related

messages can be transmitted in finite time. If schedulability

is not feasible, the design procedure starts over.

While scheduling in general introduces a delay, the use of

a hierarchical scheduling policy introduces a more specific
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structure into the problem. In particular, the hierarchical

scheduling services different parts of the subsystem at

specific time-instances thereby providing more information

about the inherent delay. That is, while latency is indeed

present between inputs and outputs due to the presence of a

network, the network together with a hierarchical schedule

allows a part of this delay to be known to the control

designer. In this paper, we propose a control design that

makes use of such a structure.

In an embedded control system, as in any control system,

uncertainties are present. Uncertainties can be present in the

plant to be controlled due to changes in the operating condi-

tions. Network parameters such as sampling period, slot-size,

and the network latency may change as well due to varying

needs of power consumption, environmental conditions, and

emergence of critical sub-systems. They can also be present

in the network. In order to accommodate these uncertainties,

the underlying controller may need to be adaptive. This is

our focus in this paper. We design this adaptive controller

so that all prior information that is available is explicitly

made use of. In particular, in the hierarchical scheduler, if

a part of the delay is known, we make use of the delay in

selecting the control structure. Adaptive control in NCS is a

topic that is being explored relatively recently. While a gain-

scheduled approach has been used more commonly [26, 27],

an adaptive approach which combines elements of parameter

estimation followed by an update in the control algorithm has

been investigated minimally (see [28, 29] for example). In

[28], a least-squares error is used to adjust the estimate of

the unknown time-delay, while in [29], the controller gains

are recalculated every so often, assuming that the delay has

changed and is known, so that a desired performance metric

is optimized. No theoretical discussion of the underlying

stability is provided in either of these papers. In contrast, we

carry out a detailed stability discussion, adapt to unknown

delays, and suitably utilize any partial information.

In Section II, we state the underlying problem of control

using an embedded system with a hierarchical schedule. The

relevant stability result from NCS is stated and discussed. In

Section III, we propose an adaptive controller which accom-

modates the uncertainties, stabilizes the system, and makes

use of the structure of the hierarchical scheduler. Finally,

we present numerical simulations in section IV which shows

the advantage of the proposed adaptive controller over non-

adaptive ones proposed in the literature.

II. THE UNDERLYING NCS MODEL

In this section we introduce the NCS model we use in the

rest of the paper. The communication bus in the embedded

control system is digital as a result of which it is necessary

to sample the plant to get digital signals and to translate the

control inputs into piecewise-continuous signals. While the

first is done by periodically sending sensor measurements of

the plant output (or states) to the controller, the latter is done

by a zero-order hold (ZOH) device or any higher order hold

device. The overall structure of our NCS model is shown in

Figure 1. Each device or processing unit that has access to

the network is called a node.

The second aspect of an embedded control system is the

presence of a shared communication medium. All commu-

nication between the sensors, actuators, and controllers is

processed over the shared medium. Since at a time only one

message can be transmitted, a schedule is needed that guar-

antees that all subsystems can exchange enough information

in order to achieve their goals. However, the presence of a

schedule introduces a communication delay.

As denoted in Figure 1, the network introduces two time

delays, τsc and τca. These two time delays are commu-

nication induced. The third time delay, τc represents the

computation time in the controller node. We assume that the

sensor is clock-driven, while the controller and the actuator

are event-driven. It is also possible to consider a clock-driven

controller as in [9] but we do not consider this case here. The

total time-delay of the NCS is given by τ = τsc + τca + τc.

Usually, the computational delay τc is small compared to τsc

and τca and is therefore neglected in the following.

To coordinate the message exchange between nodes, the

underlying schedule needs to be arbitrated in a sophisticated

manner. The arbitration may be fixed, dynamic, or hierarchi-

cal. A fixed schedule assigns one time slot to each message

which will be repeated periodically, and is referred to as a

Time Division Multiple Access (TDMA) strategy. Dynamic

schedules assign priorities to messages which are ready for

transmission and grants the message with the highest priority

access to the network, e.g. Earliest Deadline First (EDF). A

hierarchical scheduler has multiple fixed and dynamic levels

embedded in a hierarchical structure [17]. For example, in a

first level of the hierarchy, a subset of messages is assigned

a time slot. In the second level, each of these messages

has a fixed priority. This is referred to as a hierarchical

TDMA/FPS (Figure 3) [17]. This may be needed in problems

where multiple control loops have to be designed at multiple

time-scales. In [17], a co-design of control and hierarchical

scheduling is carried out and is shown to result in optimal

performance.

We now state the problem that we address in this paper.

Our focus is on an embedded control system, and to control

a plant whose model is linear and is given by

ẋ(t) = Ax(t) + Bu(t). (1)

Since the controller is implemented in a digital manner,

we assume that a discrete state feedback controller of the

following form is implemented:

u(k) = −Kx(k), k = 0, 1, 2, 3, . . . (2)

This controller is implemented using a shared communica-

tion network as described above. Since the communication

network may have parameters that may be subject to uncer-

tainties, we may design the controller in (2) to be adaptive.

The goal is to control the continuous plant in (1) using a

discrete, possibly adaptive, controller while the operating

conditions of the communication network or of the plant

change.
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Fig. 1. The underlying NCS Model
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Fig. 2. Timing of an event-driven control for a single plant

We assume that the total time delay in the system τ is less

than one sampling period h. Then the system can be written

as

ẋ(t) = Ax(t) + Bu(t)

u(t+) = −Kx(t − τ).
(3)

We refer to this controller as a static controller. We can then

compute the state of the plant at the sampling time (k +1)h
as [30]

x((k + 1)h) =

eAhx(kh) +

∫ kh+h

kh

eA(kh+h−s′)Bu(s′ − τ)ds′

=

∫ kh+τ

kh

eA(kh+h−s′)Bds′u(kh − h)+

∫ kh+h

kh+τ

eA(kh+h−s′)Bds′u(kh) + eAhx(kh) (4)

where the last step follows from the fact that the control

input is held constant over one sampling period but changes

Fig. 3. Hierachical TDMA/FPS

due to the time delay (see Figure 2). With

Φ = eAh

Γ0 =

∫ h−τ

0

eAsdsB

Γ1 = eA(h−τ)

∫ τ

0

eAsdsB

(5)

we can write the sampled version of (3) as

x(kh + h) = Φx(kh) + Γ1u(kh − h) + Γ0u(kh). (6)

Note that Φ, Γ0, and Γ1 depend on the network parameters

h and τ . If any one of these parameters changes, the whole

system changes.

A. Stability of a NCS

The stability of the NCS described by Equation (6) is

established in [31] where methods based on stability of

hybrid systems are used to establish the following result:

Theorem 1: If all eigenvalues of

H =

[
eAh −E(h)BK

eA(h−τ) −eAτ (E(h) − E(τ))BK

]
, (7)

where E(x) =
∫ x

0
eA(x−s)ds, have magnitude less than one,

then the NCS is stable.

Proof: See [31].

Theorem 1 implies that for a given A and B and a

sampling period h, a controller parameter K and time delay

τ can be determined so that stability is guaranteed using Eq.

(7). This also implies that instability may occur if either the

plant parameters or the network parameters change.

B. Arbitrated Networked Control Systems

In this section we describe how the knowledge about

the network and its associated parameters can be used to

improve the performance of the NCS. As mentioned before,

a schedule is needed if more than one plant uses the network

to communicate with its controller node (or if there is only

one controller node which controls several plants connected

to the same bus). Suppose that there are two plants each

equipped with a sensor, actuator, and a controller node. One

of the simplest protocols for such a case is a time triggered

protocol such as the TDMA protocol. The communication

bandwidth is divided into equal cycles of length c. Each

cycle is further divided into m slots which do not have to

have the same size. Let us assume that the size of each slot

is an integer multiple of a minimum slot size s called base
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slot size and that the sampling periods of the plants can be

written as

h = l · s, (8)

i.e. each plant is sampled after l basis slots.

Let σx (and σu) denote the number of the slot when

the sensor (and the controller) has access to the network,

respectively. Then we can write the sampled system in (4)

as

x(k + 1) = eAlsx(k)

+

∫ σu+kls+τca

σx+kls

eA(σx+(k+1)ls−ξ)dξBu(σu + (k − 1)ls)

+

∫ σx+(k+1)ls

σu+kls+τca

eA(σx+(k+1)ls−ξ)dξBu(σu + kls) (9)

t

total delay τ

τknown τunknown

plant 1

plant 2

controller 1

controller 2

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6

Fig. 4. Effect of Scheduling on the Control of Multiple Plants

An example of the resulting network control system is

shown in Figure 4. This case corresponds to a scenario where

two plants communicate with their controllers using a single

communication bus. This bus therefore has to arbitrate the

scheduling of messages sent by both plants to the controllers

and vice versa. Typically a TDMA protocol is used to carry

out such arbitration. The class of such network control sys-

tems is therefore denoted as Arbitrated Networked Control

System (ANCS). When Plant 1 is sampled and the sensor

measurement is sent through the network, Controller 1 can

begin its computation (Slot 1). The schedule does not grant

Controller 1 access to the network in Slot 2 when its message

would be ready for transmission. Therefore, Controller 1 has

to wait until Slot 3. This results in a known amount of delay

of twice the base slot size, i.e. τknown = 2 · s. In Slot 3

Controller 1 is allowed to transmit its message. This message

will arrive after an unknown transmission time. Hence, an

unknown time delay τunknown related to the communication is

added to the total delay experienced by the system. Therefore

the total delay τ that the system experiences is composed of

two parts, (i) a known part τknown due to the schedule, (ii) an

unknown part τunknown due to the finite communication speed

of the network, with τ = τknown + τunknown.

The advantage of this model of the overall ANCS is the

partial knowledge of the time delay. This can be used to

design controllers which make use of the known delay in a

suitable manner and are robust with respect to the unknown

delay. Such a controller is described in the next section.

III. ADAPTIVE CONTROLLER DESIGN

The network parameters can have an important influence

on the stability of the NCS. In reality, the delay experienced

by the plant is distributed in a random manner and depends,

among other things, on the operating conditions of the

system. The operating conditions may, for example, depend

on power consumption considerations. Furthermore, the plant

may include uncertainties due to changes in the operating

environment of the plant or modeling errors. In this section

we develop an adaptive controller that ensures stability and

tracking of a reference signal under changes in the network

parameters and uncertainties and modeling errors in the plant

to be controlled.

A. The Adaptive Controller

We rewrite (6) as

x(k + 1) = Φx(k) + Γ0u(k − 1) + Γ1u(k)

= pT w(k) + Γ1u(k)
(10)

where pT = [Φ Γ0] and wT (k) = [x(k) u(k−1)]. The goal

is to design a controller such that the closed-loop system

mimics the behavior of a reference model. This model is

chosen as

xm(k + 1) = r(k) (11)

where r(k) is a bounded reference signal which should be

tracked by the NCS with a unit delay. The reference model

is located at the controller and is therefore not affected by

network induced delays. The structure of the plant in (10)

implies that the tracking objective can be met by using the

controller

u(k) = −p∗T
1 w(k) + p∗2r(k), (12)

where p∗T
1 = Γ−1

1 pT and p∗2 = Γ−1
1 . We note that p∗1 and

p∗2 are functions of τ , A, and B and are hence unknown.

The controller in (12) cannot be implemented since the

parameters of (12) are dependent on the network as well as

the plant to be controlled and are assumed to be unknown.

We therefore implement an adaptive controller where the

control parameters are estimated as p̂1(k) and p̂2(k), and

is given by the adaptive version of (12),

u(k) = −p̂T
1 (k)w(k) + p̂2(k)r(k), (13)

where p̂1 and p̂2 are estimates of the unknown parameters

Γ−1
1 pT and Γ−1

1 , respectively. The closed loop system is thus

given by

x(k + 1) = Γ1(Γ
−1
1 pT − p̂T

1 (k))w(k) + Γ1p̂2(k)r(k). (14)

The problem is to determine adaptive laws for the adjustment

of p̂1(k) and p̂2(k) such that the closed-loop system behaves
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like the reference model in (11). Defining e(k) = x(k) −
xm(k) we obtain from (11) and (14) that

e(k + 1) = Γ1p̃
T
1 (k)w(k) + Γ1p̃2(k)r(k), (15)

where p̃1(k) = Γ−1
1 p − p̂1(k) and p̃2(k) = p̂2(k) − Γ−1

1 are

the parameter estimation errors. We use a gradient design to

update the estimation errors as follows [32]:

p̃1(k + 1) = p̃1(k) −
γ1sgn(Γ1)e(k + 1)w(k)

1 + wT (k)w(k) + r2(k)

p̃2(k + 1) = p̃2(k) −
γ2sgn(Γ1)e(k + 1)r(k)

1 + wT (k)w(k) + r2(k)

(16)

with the adaptation gains γ1and γ2 which satisfy 0 < γ1 +
γ2 < 2/|Γ1|.

B. Proof of Stability

Theorem 2: The closed-loop adaptive system defined by

the plant in (6), the adaptive controller in (13), and the

adaptive laws in (16) is globally stable.

Proof: In order to show that the adaptive controller (13)

results in a stable system, we consider the positive function

V (k) = |Γ1|γ
−1
1 p̃T

1 (k)p̃1(k) + |Γ1|γ
−1
2 p̃2

2. (17)

The time increment of V (k) along (15) and (16) is

∆V (k) = V (k + 1) − V (k)

= |Γ1|γ
−1
1 p̃T

1 (k + 1)p̃1(k + 1) + |Γ1|γ
−1
2 p̃2

2(k + 1)

− |Γ1|γ
−1
1 p̃T

1 (k)γ−1
1 p̃1(k) − |Γ1|γ

−1
2 p̃2

2(k)

=
e(k + 1)

m2(k)
Γ1(−p̃T

2 w − wT p̃1 − 2p̃2r(k))

+
|Γ1|e

2(k + 1)

m2(k)

γ1w
T (k)w(k) + γ2r

2(k)

m2(k)

=
e2(k + 1)

m2(k)
·

(
|Γ1|γ1w

T (k)w(k) + |Γ1|γ2r
2(k)

m2(k)
− 2

)

< 0
(18)

Hence, V (k) is a Lyapunov function and the parameter errors

p̃1 and p̃2 are bounded. Thus, using standard techniques

stated for example in [32], it follows that the system defined

by the plant in (6), the adaptive controller in (13), and the

adaptive laws in (16) is globally stable.

C. Choice of Initial Conditions

As described in Section II-B, the partial knowledge of the

time delay experienced by the system can be used to design

more efficient controllers. Here we use this knowledge to

choose the initial values of the parameter estimates p̂1 and

p̂2. From Equation (5) it is clear that Φ and Γ1 are functions

of τ . Denoting the control parameters in (12) as p∗1(A,B, τ)
and p∗2(A,B, τ), and the nominal values of A and B as

Anominal and Bnominal, we choose

p̂1(0) = p∗1(Anominal, Bnominal, τknown)

p̂2(0) = p∗2(Anominal, Bnominal, τknown)
(19)

It should be pointed out that the adaptive control design

proposed here explicitly makes use of the prior knowledge

of τ , by incorporating the knowledge of τknown in the initial

parameter estimates of the controller, and adapting to the

uncertainty due to τunknown.

IV. SIMULATION RESULTS

In this section we provide numerical simulations to illus-

trate the results of the previous sections. To this end we

consider the scalar system

ẋ(t) = 2x(t) + u(t). (20)

The goal is to stabilize (20) and have its output follow that

of a reference model given by

xm(k) ≡ 1 (21)

It is assumed that the sampling rate h = 0.001s. The network

induced delay is assumed to be fixed with τ = 0.0005s. First,

we design a static feedback control gain using the stability

criterion given in Section II-A. For K = −2.5 the matrix H
in (7) is given as

H =

[
1.0020 −0.0025
1.0010 −0.0013

]
(22)

with eigenvalues

eig(H) = [0.9995 0.0013]. (23)

Hence, the system is stabilized by K. The resulting closed-

loop system response is shown in Figure 6.
Next, we choose the adaptive controller specified by

Eqs. (6), (13), and (16), with initial conditions p̂1(0) =
[1.002 5.0025 · 10−4] and p̂2(0) = 5.0025 · 10−4. The

response of the resulting adaptive system is shown in Figure

5. It should be noted that both the controller in Section II and

the adaptive controller have a similar, state-feedback based

structure.
Figures 5 and 6 show the closed-loop responses with the

adaptive and fixed controller. At t = 9s, a change in the

operating conditions is assumed to occur, which may be

due to considerations of power consumption, causing the

sampling rate to reduce from 1ms to 10ms. The results in

Figure 6 shows that the fixed controller is unable to track

the reference signal. Figure 5, on the other hand, shows that

the adaptive controller can easily accommodate this change.

V. SUMMARY

We considered a special class of Networked Control

Systems that occur in embedded systems where a hierarchical

schedule is employed, denoted as Arbitrated Networked

Control System (ANCS) [33]. A new model is proposed

to represent its features, and is shown to be in the form

of an NCS with a partial knowledge of the delay. We

addressed the effect of uncertainties that may be present

either in the plant to be controlled or in the network by

introducing an adaptive controller. This adaptive controller

is shown to accommodate the uncertainties, stabilize the

system, and make use of the structure of the hierarchical

scheduler. Numerical simulations were carried out and shown

to support the theoretical derivations.
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