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Abstract— In this paper, we focus on the study of distributed
multi-agent coordination, including leaderless consensus and
consensus tracking, by using a comparison lemma based ap-
proach. First, we investigate and present general comparison
lemmas for vector differential equations that are represented
in terms of upper right-hand derivatives. By using the general
comparison lemmas, the stability of linear/nonlinear closed-loop
systems can be guaranteed given that some properly designed
linear/nonlinear systems are stable. This provides an important
tool in the stability analysis of linear/nonlinear closed-loop
systems by making use of known results in linear/nonlinear

systems. Second, we apply the general comparison lemmas in
the stability analysis of two distributed multi-agent coordination
problems, namely, leaderless consensus and consensus tracking.
We propose general nonlinear distributed algorithms and derive
mild conditions to guarantee convergence by using the general
comparison lemmas.

I. INTRODUCTION

The research on distributed multi-agent coordination, in-

cluding consensus [1]–[3], formation control [4], [5], flock-

ing [6]–[8], has been a very active research topic. The objec-

tive of distributed multi-agent coordination is to have a group

of agents achieve a global group behavior when each agent

in the group receives and acts on information from its local

neighbors. Although distributed multi-agent coordination is

practical and demonstrates a number of advantages, such as

high scalability and robustness, over centralized multi-agent

coordination where all agents know the global objective,

the nature of distributed multi-agent coordination also brings

challenges in the design and analysis of proper distributed

control algorithms due to the unavailability of the global

objective to all agents.

We next briefly review some existing research in dis-

tributed multi-agent coordination. More details on the exist-

ing research in distributed multi-agent coordination can be

found in [9]–[12], to name a few. One interesting research

topic in distributed multi-agent coordination is leaderless

consensus whose objective is to design distributed algorithms

such that a group of agents can agree on some state of inter-

est. Leaderless consensus has been studied for both single-

integrator kinematics [1], [3], [13] and double-integrator

dynamics [14]–[16]. The other interesting research topic in

distributed multi-agent coordination is consensus tracking

whose objective is to design distributed algorithms such that

a group of agents can follow a desired (moving) target.

Consensus tracking has been studied for single-integrator

Yongcan Cao and Wei Ren are with the Department of Electrical and
Computer Engineering, Utah State University, Logan, UT 84322, USA. This
work was supported by NSF CAREER Award ECCS-0748287.

kinematics [17], [18] and double-integrator dynamics [8],

[19]. It is worthwhile to mention that the stability analysis

in the previous papers is mainly based on algebraic graph

theory, matrix theory, and Lyapunov stability theory.

Although the stability analysis tools used in the aforemen-

tioned papers are very useful and interesting, the stability

analysis is often given for a specific closed-loop system

under a specific distributed algorithm. That is, the same ap-

proach might not be applied for another closed-loop system

under a different distributed algorithm. In this paper, we

try to present an important approach - a comparison lemma

based approach - which can be used to analyze the stability of

a series of closed-loop systems satisfying certain properties.

By using the comparison lemma based approach, the stability

of linear/nonlinear closed-loop systems can be guaranteed

given that some properly designed linear/nonlinear systems

are stable. This provides an important tool in the stability

analysis of linear/nonlinear closed-loop systems by making

use of known results in linear/nonlinear systems. To better

motivate the proposed comparison lemma approach, we

study two distributed multi-agent coordination problems,

namely, leaderless consensus and consensus tracking. We

propose general nonlinear distributed algorithms to solve

leaderless consensus and consensus tracking and derive mild

conditions to guarantee stability by using the general com-

parison lemmas.

II. PRELIMINARIES

A. Graph Theory Notions

For a team consisting of n agents, the interaction among

all agents can be modeled by a directed graph G = (V ,W),
where V = {v1, v2, · · · , vn} and W ⊆ V2 represent, respec-

tively, the agent set and the edge set. Each edge denoted as

(vi, vj) means that agent j can access the state information

(i.e., position) of agent i. A directed path is a sequence of

edges in a directed graph of the form (v1, v2), (v2, v3), · · · ,
where vi ∈ V . A directed graph has a directed spanning

tree if there exists at least one agent that has directed

paths to all other agents. The union of a set of directed

graphs Gi1 , · · · ,Gim is a directed graph with the edge set

given by the union of the edge sets of the directed graphs

Gij , j = 1, · · · ,m.

Mathematically, the interaction graph can be represented

by two matrices, namely, adjacency matrix and Laplacian

matrix. The adjacency matrix A = [aij ] ∈ R
n×n is defined

such that aij > 0 if agent i can receive the state information

from agent j and aij = 0 otherwise. The (nonsymmetric)

Laplacian matrix L = [ℓij ] ∈ R
n×n is defined such that
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ℓii =
∑n

j=1,j 6=i aij and ℓij = −aij , i 6= j. It is easy to verify

that L has at least one zero eigenvalue with a corresponding

eigenvector 1n, where 1n is an all-one column vector.

B. Notations

We use R to denote the set of real number. We use 0p×q ∈
R

p×q and 0n ∈ R
n to denote, respectively, p×q zero matrix

and n× 1 zero vector. For two real matrices A ∈ R
p×q and

B ∈ R
p×q, A > B (respectively, A ≥ B) means that each

component of A−B is positive (respectively, nonnegative).

‖·‖ is used to denote the 2-norm. ∅ is used to denote the

empty set. Letting f : [0,∞) 7→ J ⊆ R
n be a continuous

function, the upper right-hand derivative of f(t) is given by

D+f(t) = lim suph→0+
1
h
[f(t+ h)− f(t)].

III. COMPARISON LEMMAS FOR VECTOR DIFFERENTIAL

EQUATIONS

In this section, we will present several comparison lemmas

for vector differential equations. Before moving on, we need

the comparison lemma for scalar differential equations.

Lemma 3.1: [20, Comparison Lemma] Consider the

scalar differential equation ż = f(t, z), z(t0) = µ0, where

f(t, z) is continuous in t and locally Lipschitz in z for all

t ≥ 0 and all z ∈ J ⊂ R. Let [t0, T ) (T could be infinity)

be the maximal interval of existence of the solution z, and

suppose that z ∈ J for all t ∈ [t0, T ). Let ω be a continuous

function whose upper right-hand derivative D+ω satisfies the

differential inequality D+ω ≤ f(t, ω), ω(t0) ≤ µ0, where

ω ∈ J for all t ∈ [t0, T ). Then ω(t) ≤ z(t) for all t ∈ [t0, T ).
Note that Lemma 3.1 can only be applied to scalar

differential equations. We next present comparison lemmas

which can be used for vector differential equations. Before

moving on, we need the following lemma.

Lemma 3.2: [20, Theorem 3.5] Let f(t, x, λ) be continu-

ous in (t, x, λ) and locally Lipschitz in x (uniformly in t and

λ) on [t0, t1]×J×{‖λ− λ0‖ ≤ c}, where J ⊂ R
n is an open

connected set. Let y(t, λ0) be a solution of ẋ = f(t, x, λ0)
with y(t0, λ0) = y0 ∈ J . Suppose that y(t, λ0) is defined

and belongs to J for all t ∈ [t0, t1]. Then, given ǫ > 0, there

is δ > 0 such that if ‖z0 − y0‖ < δ and ‖λ− λ0‖ < δ,

then there is a unique solution z(t, λ) of ẋ = f(t, x, λ)
defined on [t0, t1], with z(t0, λ) = z0, and z(t, λ) satisfies

‖z(t, λ)− y(t, λ0)‖ < ǫ for all t ∈ [t0, t1].
With Lemma 3.2, we next present the comparison lemma

for vector differential equations.

Lemma 3.3: Consider the following vector differential

equation

ż = f(t, z), z(t0) = µ0,

where z = [z1, · · · , zp]T ∈ R
p, f(t, z) =

[f1(t, z), · · · , fp(t, z)]
T is defined such that fi(t, z), i =

1, · · · , p, is continuous in t and locally Lipschitz in

zi, i = 1, · · · , p, for all t > 0 and all z ∈ J ⊂ R
p. Let

[t0, T ) (T could be infinity) be the maximal interval of

existence of the solution z, and suppose that z ∈ J for all

t ∈ [t0, T ). Let ω ∈ R
p be a continuous function whose

upper right-hand derivative D+ω satisfies the inequality

D+ω ≤ f(t, ω), ω(t0) ≤ µ0,

where ω ∈ J for all t ∈ [t0, T ). Then ω(t) ≤ z(t) for all

t ∈ [t0, T ).
Proof: The proof is motivated by that of Lemma 3.1

(see [20]). Consider the following vector differential equation

ẋ = f(t, x) + λ, x(t0) = z(t0) (1)

for i = 1, · · · , p, where x ∈ R
p and λ = [λ1, · · · , λp]

T is

a positive constant vector. For t ∈ [t0, t1], where t1 > t0, it

follows from Lemma 3.2 that for any ǫ > 0, there is δ > 0
such that if ‖λ‖ < δ, (1) has a unique solution ξ(t, λ) defined

on [t0, t1] and ‖ξ(t, λ)− z(t)‖ < ǫ, ∀t ∈ [t0, t1]. Therefore,

we have that

‖ξi(t, λ) − zi(t)‖ < ǫ, ∀t ∈ [t0, t1]. (2)

Claim 1: ωi(t) ≤ ξi(t, λ) for all t ∈ [t0, t1]. We prove

this by contradiction. Assume that there exist times a, b ∈
(t0, t1] such that ωi(a) = ξi(a, λ) and ωi(t) > ξi(t, λ) for

a < t ≤ b. Accordingly, we have that ωi(t) − ωi(a) >

ξi(t, λ)−ξi(a, λ), ∀t ∈ (a, b], which implies that D+ωi(a) ≥
D+ξi(a, λ) = ξ̇i(a, ξ) = fi(a, ξ) + λi > fi(a, ξ). This

contradicts the inequality D+ω ≤ f(t, ω).
Claim 2: ωi(t) ≤ zi(t) for all t ∈ [t0, t1]. Again, we

prove this by contradiction. Assume that there exists a ∈
(t0, t1] such that ωi(a) > zi(a). Letting ǫ = ωi(a)−zi(a)

2 and

using (2), we obtain that

ωi(a)− ξi(a, λ) =ωi(a)− zi(a) + zi(a)− ξi(a, λ)

=2ǫ+ zi(a)− ξi(a, λ) ≥ ǫ,

which contradicts the statement of Claim 1.

In Lemma 3.3, it is assumed that z is continuously

differentiable. We next present a general comparison lemma

for vector differential equations where z is continuous with

the upper right-hand derivative of z, D+z, well defined for

t ∈ [0, T ) while ż might not be well defined for all t ∈ [0, T ).
Lemma 3.4: Suppose that F (t, z) : [t0, T ) × J ⊆ R

p 7→
R

q, is a continuous function satisfying that

D+F = f(t, z),

where z ∈ R
p, and f(t, z) is piecewise continuous in t and

is locally Lipschitz in z when f(t, z) is continuous at t.

Let G(t, ω) : [t0, T ) × J ⊆ R
p 7→ R

q be a continuous

function whose upper right-hand derivative D+G satisfies

the differential inequality

D+G ≤ f(t, ω), G[t0, ω(t0)] ≤ F [t0, z(t0)].

Then G(t) ≤ F (t) for all t ∈ [t0, T ).
Proof: The proof of the lemma can be divided into three

cases:

Case 1: q = p. Without loss of generality, assume that

f(t, z) is continuous in t for t ∈ [ti, ti+1), i = 0, 1, . . . . For

t ∈ [t0, t1), consider a new vector differential equation given

by

ẋ = f(t, x), x(t0) = F [t0, z(t0)]. (3)

Because D+F = f(t, z) ≤ f(t, z) and F (t0) = x(t0) ≤
x(t0) are trivially satisfied, it follows from Lemma 3.3 that
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F (t) ≤ x(t) for all t ∈ [t0, t1). Noting also that D+(−F ) =
−f(t, z) ≤ −f(t, z) and −F (t0) = −x(t0) ≤ −x(t0) are

trivially satisfied, it follows from Lemma 3.3 that −F (t) ≤
−x(t) for all t ∈ [t0, t1). Combining the two arguments

shows that F (t) = x(t) for all t ∈ [t0, t1). Note that

D+G ≤ f(t, ω) and G[t0, z(t0)] ≤ F [t0, ω(t0)] = x(t0).
It thus follows from Lemma 3.3 that G(t) ≤ x(t) for all

t ∈ [t0, t1). Because F (t) = x(t) for all t ∈ [t0, t1), it

follows that G(t) ≤ F (t) for all t ∈ [t0, t1). Because F (t)
is a continuous function, by employing a similar analysis for

t ∈ [ti, ti+1), i = 1, . . . , it can be shown that G(t) ≤ F (t)
for all t ∈ [ti, ti+1), i = 1, . . . . Therefore G(t) ≤ F (t) for

all t ∈ [t0, T ).

Case 2: 1 ≤ q < p. Define F̃
△
= [FT ,1T

p−q]
T and

G̃
△
= [GT ,1T

p−q]
T . By letting F̃ and G̃ play the role of,

respectively, F and G, it follows from a similar analysis

to that of the case when q = p that G̃(t) ≤ F̃ (t) for

all t ∈ [t0, T ), which implies that G(t) ≤ F (t) for all

t ∈ [t0, T ).

Case 3: q > p. Note that there exists a positive integer

m such that q = mp + qd, where 0 ≤ qd < p is a

nonnegative integer. When qd = 0, G and F can be written

as G = [GT
1 , . . . , G

T
m]T and F = [FT

1 , . . . , FT
m]T , where

Gi ∈ R
p and Fi ∈ R

p for all i = 1, . . . ,m. By applying

the result of Case 1 repeatedly, we have Gi(t) ≤ Fi(t), ∀i =
1, . . . ,m, for all t ∈ [t0, T ). This implies G(t) ≤ F (t) for

all t ∈ [t0, T ). When qd 6= 0, G and F can be written as G =
[GT

1 , . . . , G
T
m, GT

m+1]
T and F = [FT

1 , . . . , FT
m, FT

m+1]
T ,

where Gi ∈ R
p and Fi ∈ R

p for all i = 1, . . . ,m, and

Gm+1 ∈ R
qd and Fm+1 ∈ R

qd . By applying the result

of Case 1 repeatedly, we also have Gi(t) ≤ Fi(t), ∀i =
1, . . . ,m, for all t ∈ [t0, T ). By applying the result of Case

2, we have Gm+1(t) ≤ Fm+1(t) for all t ∈ [t0, T ). This

implies G(t) ≤ F (t) for all t ∈ [t0, T ).

Combining the previous cases completes the proof.

The proposed comparison lemmas provide a powerful tool

in the stability analysis of nonlinear closed-loop systems.

Due to the existence of nonlinear mechanics, the stability

analysis of nonlinear closed-loop systems is much more chal-

lenging than that of linear systems. By using the comparison

lemmas, the stability of nonlinear closed-loop systems can be

guaranteed given that some properly designed linear systems

are stable. This provides an important tool in the stability

analysis of nonlinear closed-loop systems by making use of

known results in linear systems.

IV. CONSENSUS WITH NONLINEAR MECHANICS

In this section, we focus on the study of leaderless consen-

sus and consensus tracking for single-integrator kinematics

with nonlinear mechanics. We consider a team of n agents

with single-integrator kinematics given by

ṙi = ui, i = 1, · · · , n, (4)

where ri ∈ R
m and ui ∈ R

m represent, respectively, the

state and the control input for the ith agent. Let ri(k) ∈ R

be the kth component of ri for k = 1, · · · ,m. Define r(k)
△
=

[r1(k), · · · , rm(k)]
T .

A. Leaderless Consensus

The objective of leaderless consensus is to design ui

such that ‖ri(t)− rj(t)‖ → 0 as t → ∞. Compared with

the commonly used leaderless consensus algorithms in [1],

[21], [22], we propose the following nonlinear leaderless

consensus algorithm for (4) as

ui = −
n∑

j=1

aij(t)fi,j(t, ri, rj), i = 1, · · · , n, (5)

where aij(t) is the (i, j)th entry of the adjacency matrix A(t)
associated with the interaction graph G(t) characterizing the

interaction among the n agents at time t, and fi,j(t, ri, rj)
△
=

[fi,j(t, ri(1), rj(1)), · · · , fi,j(t, ri(m), rj(m))]
T is defined

such that:

If
∣∣ri(k) −maxj rj(k)

∣∣ ≥ σ and
∣∣ri(k) −minj rj(k)

∣∣ ≥ σ,

fi,j(t, ri(k), rj(k)) =






ǫ1(t) > ǫ, ri(k) > rj(k),

−ǫ2(t) < −ǫ, ri(k) < rj(k),

0, x = y,
(6)

or

fi,j(t, ri(k), rj(k)) =



ς1(t)(ri(k) − rj(k)) ≥ ς(ri(k) − rj(k)), ri(k) > rj(k),

−ς2(t)(ri(k) − rj(k)) ≤ ς(ri(k) − rj(k)), ri(k) < rj(k),

0, ri(k) = rj(k),

(7)

where ǫ1(t), ǫ2(t), ς1(t), and ς2(t) are continuous in t, and

σ, ǫ, and ς are any positive constant scalars.

If
∣∣ri(k) −maxj rj(k)

∣∣ < σ or
∣∣ri(k) −minj rj(k)

∣∣ < σ,

fi,j(t, ri(k), rj(k)) satisfies (7).

Remark 4.1: The leaderless consensus algorithm proposed

in [1], [21], [22] is a special case of (5) when fi,j(t, x, y) =
x− y.

The closed-loop system of (4) using (5) is given by

ṙi = −
n∑

j=1

aij(t)fi,j(t, ri, rj), i = 1, · · · , n. (8)

Note that the existence of the solution to (8) can be guaran-

teed by Proposition 3 in [23].

We next present the main result for leaderless consensus

with nonlinear mechanics.

Theorem 4.2: Suppose that there exists positive t such that

the directed graph associated with
∫ t+t

t
A(t)dt has a directed

spanning tree for any t ≥ 0 and aij(t) is lower-bounded and

upper-bounded if aij(t) 6= 0. Using (5) for (4), consensus is

reached ultimately. That is, for all ri(0), ‖ri(t)− rj(t)‖ → 0
as t → ∞.

Proof: In order to show that ‖ri(t)− rj(t)‖ → 0 as t → ∞,

it is equivalent to show that
∣∣ri(k)(t)− rj(k)(t)

∣∣ → 0 for all

k = 1, · · · ,m, as t → ∞. Consider the nonnegative function

F (t, r(k)) = maxi ri(k) −mini ri(k). Note that F (t, r(k)) is
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continuous if maxi ri(k) and mini ri(k) are continuous. The

upper right-hand derivative of F (t, r(k)) is given by

D+F (t, r(k))

= lim sup
h→0+

1

h
[F (t+ h, r(k)(t+ h))− F (t, r(k)(t))]

= lim sup
h→0+

{
1

h
[max

i
ri(k)(t+ h)−max

i
ri(k)(t)]

−
1

h
[min ri(k)(t+ h)−min ri(k)(t)]

}

= max
i∈arg max ri(k)

D+ri(k) − max
i∈arg min ri(k)

D+ri(k).

Considering the properties of fi,j(t, x, y) in (6) and (7), it

follows that maxi∈argmax ri(k)
D+ri(k) ≤ 0 because ṙi(k) <

0, ∀i ∈ argmax ri(k), when ri(k) increases to be greater than

max ri(k). Similarly, maxi∈arg min ri(k)
D+ri(k) ≥ 0 because

ṙi(k) > 0, ∀i ∈ argmin ri(k), when ri(k) decreases to be

smaller than min ri(k). Therefore, D+F (t, r(k)) ≤ 0. By

letting F (t, r(k)) play the role of ω, z(0) = maxi ri(k)(0)−
mini ri(k)(0), and f(t, z) = 0 in Lemma 3.1, it then

follows from Lemma 3.1 that F (t, r(k)) = maxi ri(k)(t) −
mini ri(k)(t) ≤ maxi ri(k)(0) −mini ri(k)(0), ∀t ≥ 0. Not-

ing that
∣∣ri(k)(t)− ri(k)(t)

∣∣ ≤ F (t, r(k)), it follows that∣∣ri(k)(t)− ri(k)(t)
∣∣ ≤ maxi ri(k)(0) −mini ri(k)(0). Define

η
△
= min{ς, ǫ

maxi ri(k)(0)−mini ri(k)(0)
}, where ǫ and ς are

defined in, respectively, (6) and (7). It then follows from (8)

that

D+F (t, r(k)) ≤ max
i∈arg max ri(k)


−

n∑

j=1

aij(t)η(ri(k) − ri(k))




− max
i∈arg min ri(k)



−
n∑

j=1

aij(t)η(ri(k) − ri(k))



 ,

where we have used the properties of fi,j(t, x, y) in (6)

and (7) and the fact that maxi ri(k) is a nonincreas-

ing function, maxi ri(k) is a nondecreasing function, and

maxi ri(k) ≥ rj(k) and mini ri(k) ≤ rj(k) for all j =
1, · · · , n.

Consider the closed-loop dynamics

ξ̇i = −
n∑

j=1

aij(t)η(ξi − ξj), i = 1, · · · , n, (9)

where ξi(0) = ri(k)(0) and aij(t) is defined as in (8).

With (9), consider the nonnegative function G(t, ξ)
△
=

maxi ξi −mini ξi. It can be computed that

D+G(t, ξ) = max
i∈argmax ξi



−
n∑

j=1

aij(t)η(ξi − ξj)





− max
i∈argmin ξi



−
n∑

j=1

aij(t)η(ξi − ξj)



 .

Note that D+F (t, r(k)) ≤ D+G(t, r(k)). When ξi(0) =
ri(k)(0), it follows that F (0, r(k)(0)) = G(0, r(k)(0)). It then

follows from Lemma 3.4 that F (t) ≤ G(t). Given (9), if

there exists positive t such that the directed graph associated

with
∫ t+t

t
A(t)dt has a directed spanning tree for any t ≥ 0,

then it follows from Theorem 1 in [22] that G(t) → 0 as t →
∞. Note from the definition of F (t) that F (t) ≥ 0 for all t ≥
0. It then follows from the fact F (t) ≤ G(t) that F (t) → 0 as

t → ∞, which implies that maxi ri(k)(t)−mini ri(k)(t) → 0
as t → ∞. Therefore,

∣∣ri(k)(t)− rj(k)(t)
∣∣ → 0 as t → ∞.

This completes the proof.

Remark 4.3: Note that in [22], the closed-loop system

is given by (9) when η = 1. Compared with the linear

algorithm proposed in [22], we propose a more general

nonlinear algorithm (5). Furthermore, the stability of some

algorithms cannot be guaranteed by the results in [22] while

can be guaranteed by Theorem 4.2. For instance, when

fi,j(t, x, y) satisfies (6), we can get that aij(t)fi,j(t, x, y) =

aij(t)
ǫ1(t)
|x−y|(x− y) or aij(t)fi,j(t, x, y) = −aij(t)

ǫ2(t)
|x−y|(x−

y). By considering aij(t)
ǫ1(t)
|x−y| or aij(t)

ǫ2(t)
|x−y| as bij(t)

(corresponding to aij(t) in [22]), it follows that bij(t) is

not upper-bounded if aij(t) > 0 is lower-bounded and

|x− y| approaches zero, which contradicts the assumption

in [22] that aij(t) is both lower-bounded and upper-bounded

if aij(t) 6= 0. Therefore, the results presented in this section

extend the results in [22].

Remark 4.4: Another interesting observation is that the

computation of D+F (t, r(k)) and D+G(t, r(k)) only relies

on aij(t), i ∈ argmini ri(k)
⋃
argmaxi ri(k), j ∈ Ni,

based on the proof of Theorem 4.2. For some special initial

states and interaction graphs, D+F (t, r(k)) ≤ D+G(t, r(k))
holds even if fi,j(t, x, y) does not satisfy (6) or (7). For

example, consider a group of three agents, labeled as 1, 2,

and 3 in a one-dimensional space, with r(0) = [1, 2, 3]T .

Let agent 3 be a neighbor of agent 1 with a13 = 1 and

f1,3(t, x, y) = x − y for a period of time t⋆ such that

r2(t
⋆) = 2. Then let agent 2 be a neighbor of agents 1 and

3 with a12 = 1, a32 = 1, and f1,2(t, x, y) = f1,3(t, x, y) =
x − y for t > t⋆. According to [22], consensus can be

achieved ultimately. Alternatively, consider the case when

the interaction graph and fi,j(t, x, y) are the same except that

f1,3(t, x, y) = 0 for t > t⋆. Note that although f1,3(t, x, y) =
0 does not satisfy (6) or (7), D+F (t, r(k)) < D+G(t, r(k))
holds for all t ≥ 0. Note also that the interaction graph

satisfies the conditions in Theorem 4.2, which implies that

consensus can be achieved ultimately.

B. Consensus Tracking

In this subsection, we assume that in addition to the n

agents, also called followers 1 to n, there exists a leader,

labeled as agent 0. Note that the leader could be physical or

virtual. We assume that ‖D+r0‖ ≤ γ. Let G be the directed

graph for the n followers and the leader.

For a group of n followers with the dynamics given by (4),

we propose the following distributed consensus tracking

1621



algorithm as

ui = −α

n∑

j=0

aij(t)fi,j(t, ri, rj)

− βsgn




n∑

j=0

aij(t)fi,j(t, ri, rj)


 , i = 1, · · · , n (10)

where α and β are nonnegative constant scalars, sgn(·)
is the signum function defined componentwise, aij(t) is

the (i, j)th entry of the adjacency matrix A(t) associated

with G(t) characterizing the interaction among the n

followers and the leader at time t, and fi,j(t, ri, rj)
△
=

[fi,j(t, ri(1), rj(1)), · · · , fi,j(t, ri(m), rj(m))]
T is

defined such that for x, y ∈ R, fi,j(t, x, y)
satisfies (6) or (7), i = 1, · · · , n, j = 1, · · · , n,

and fi,0(t, ri, rj)
△
= [fi,0(t, ri(1), rj(1)), · · · ,

fi,0(t, ri(m), rj(m))]
T is defined such that for x, y ∈ R,

fi,0(t, x, y) satisfies (6) or (7) or

fi,0(t, x, y)





= ǫ1(t) > ǫ, x > y,

= −ǫ2(t) < −ǫ, x < y,

∈ [−ǫ2(t), ǫ1(t)], x = y.

(11)

The objective of (10) is to guarantee that ‖ri(t)− r0(t)‖ →
0 as t → ∞.

Define r̃i
△
= ri − r0. Using (10), (4) can be written as

˙̃ri = −α

n∑

j=0

aij(t)fi,j(t, ri, rj)− β

sgn




n∑

j=0

aij(t)fi,j(t, ri, rj)


− ṙ0, i = 1, · · · , n. (12)

Note that (12) is a nonlinear time-varying system and it is

generally difficult to analyze the stability. We next study

the stability of (12) by using the comparison lemmas in

Section III.

Theorem 4.5: Suppose that the leader in the directed

graph G(t) has directed paths to followers 1 to n. For (15),

when α > 0 and β ≥ γ, r̃i(t) → 0m as t → ∞.

Proof: To show that r̃i(t) → 0m as t → ∞, it is equivalent to

show that maxi
∣∣r̃i(k)

∣∣ → 0 as t → ∞ for all k = 1, · · · ,m.

Consider the nonnegative function F (t, r̃(k)) = maxi
∣∣r̃i(k)

∣∣.
For the case when F (t⋆, r̃(k)) = 0, it follows that r̃i(k)(t

⋆) =

0. For t ≥ t⋆, note that ˙̃ri(k)(t) < 0 if r̃i(k)(t) increases

to be greater than 0. Therefore, r̃i(k)(t) is a nonincreasing

function. Similarly, r̃i(k)(t) is a nondecreasing function.

Therefore, r̃i(k)(t) = 0 for any t ≥ t⋆ when F (t⋆, r̃(k)) = 0.

We next focus on studying the case when F (t, r̃(k)) 6= 0.

When F (t, r̃(k)) 6= 0, the upper right-hand derivative of

F (t, r̃(k)) is given by

D+F (t, r̃(k))

= lim sup
h→0+

1

h
[F (t+ h, r̃(k)(t+ h))− F (t, r̃(k)(t))]

= lim sup
h→0+

1

h

[
max

i

∣∣r̃i(k)(t+ h)
∣∣−max

i

∣∣r̃i(k)(t)
∣∣
]
.

We next study D+F (t, r̃(k)) in the following three cases:

Case 1: maxi
∣∣r̃i(k)

∣∣ = maxi r̃i(k). Then there exists at

least one agent, labeled as j, such that r̃j(k) > 0 and

maxi
∣∣r̃i(k)

∣∣ = r̃j(k). In this case, it can be computed that

D+F (t, r̃(k)) = maxi∈arg maxi r̃i(k)
D+r̃i(k). Note that for

any agent j satisfying that r̃j(k) = maxi r̃i(k), ˙̃rj(k) < 0
if r̃j(k) increases to be greater than maxi r̃i(k). Therefore,

maxi
∣∣r̃i(k)

∣∣ is a nonincreasing function.

Case 2: maxi
∣∣r̃i(k)

∣∣ = −mini r̃i(k). Then there exists at

least one agent, labeled as h, such that r̃h(k) < 0 and

maxi
∣∣r̃i(k)

∣∣ = −r̃h(k). In this case, it can be computed that

D+F (t, r̃(k)) = maxi∈argmini r̃i(k)
−D+r̃i(k). Note that for

any agent h satisfying that r̃h(k) = mini r̃i(k), ˙̃rh(k) > 0
if r̃h(k) decreases to be smaller than maxi r̃i(k). Therefore,

maxi
∣∣r̃i(k)

∣∣ is a nonincreasing function.

Case 3: maxi
∣∣r̃i(k)

∣∣ = maxi r̃i(k) = −mini r̃i(k). Then

there exist at least one agent, labeled as j, such that r̃j(k) > 0
and maxi

∣∣r̃i(k)
∣∣ = r̃j(k) and at least one agent, labeled

as h, such that r̃h(k) < 0 and maxi
∣∣r̃i(k)

∣∣ = −r̃h(k).

In this case, it can be computed that D+F (t, r̃(k)) =
maxi∈argmaxi r̃i(k),j∈arg minj r̃j(k)

{D+r̃i(k),−D+r̃j(k)}. By

following the analysis in Cases 1 and 2, it follows that

maxi
∣∣r̃i(k)

∣∣ is a nonincreasing function.

Define η
△
= min{ς, ǫ

maxi|ri(k)(0)|
}, where ǫ and ς are

defined in, respectively, (6) and (7). Let D+r0(k) be the kth

component of D+r0. For Case 1, it can be computed that

D+F (t, r̃(k)) = max
i∈arg maxi r̃i

D+r̃i(k)

≤ max
i∈arg maxi r̃i(k)

{
− α

n∑

j=0

aij(t)η(r̃i(k) − r̃j(k))

− βsgn




n∑

j=0

aij(t)η(r̃i(k) − r̃j(k))



−D+r0(k)

}
, (13)

where we have used the properties of fi,j(t, x, y) in (6)

and (7) and the fact that maxi ri(k) is a nonincreasing func-

tion, maxi r̃i(k) is a nondecreasing function, maxi r̃i(k) ≥
r̃j(k) for all j = 1, · · · , n, and r̃0(k) = 0. For Case 2, it can

also be computed that

D+F (t, r̃(k)) = max
i∈arg mini r̃i(k)

−D+r̃i(k)

≤ max
i∈arg mini r̃i(k)

{
α

n∑

j=0

aij(t)η(r̃i(k) − r̃j(k))

+ βsgn




n∑

j=0

aij(t)η(r̃i(k) − r̃j(k))



+D+r0(k)

}
. (14)

For Case 3, it can be computed that D+F (t, r̃(k)) satis-

fies (13) and (14).

Consider the closed-loop dynamics given by

˙̃
ξi = −α

n∑

j=0

aij(t)η(ξ̃i − ξ̃j)− βsgn




n∑

j=0

aij(t)η(ξ̃i − ξ̃j)




−D+r0(k), i = 1, · · · , n, (15)
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where ξ̃i(0) = r̃i(k)(0). Define G(t, ξ̃)
△
= maxi

∣∣∣ξ̃i
∣∣∣, where

ξ̃ = [ξ̃1, · · · , ξ̃n]T . We also study D+G(t, ξ̃) in three cases:

Case 1: maxi

∣∣∣ξ̃i
∣∣∣ = maxi ξ̃i. Then there exists at least one

agent j such that ξ̃j > 0 and maxi

∣∣∣ξ̃i
∣∣∣ = ξ̃j . In this case, it

can be computed that

D+G(t, ξ̃) = max
i∈argmaxi ξ̃i

{
− α

n∑

j=0

aij(t)η(ξ̃i − ξ̃j)

− βsgn




n∑

j=0

aij(t)η(ξ̃i − ξ̃j)


 −D+r0(k)

}
.

Case 2: maxi

∣∣∣ξ̃i
∣∣∣ = −mini ξ̃i. Then there exists at least one

agent h such that ξ̃h < 0 and maxi

∣∣∣ξ̃i
∣∣∣ = −ξ̃h. In this case,

it can be computed that

D+G(t, ξ̃) = max
i∈argmini ξ̃i

{
α

n∑

j=0

aij(t)η(ξ̃i − ξ̃j)

+ βsgn




n∑

j=0

aij(t)η(ξ̃i − ξ̃j)


 +D+r0(k)

}
.

Case 3: maxi

∣∣∣ξ̃i
∣∣∣ = maxi ξ̃i = −mini ξ̃i. Then there exist

at least one agent, labeled as j, such that ξ̃j > 0 and

maxi

∣∣∣ξ̃i
∣∣∣ = ξ̃j and at least one agent, labeled as h, such

that ξ̃h < 0 and maxi

∣∣∣ξ̃i
∣∣∣ = −ξ̃h. In this case, it can be

computed that

D+G(t, ξ̃) = max
i∈argmaxi ξ̃i,j∈arg mini ξ̃i

{D+ξ̃i,−D+ξ̃j}.

Note that D+F (t, r̃(k)) ≤ D+G(t, r̃(k)). When r̃(k)(0) =
ξ(0) [i.e., F (0, r̃(k)(0)) = G(0, r̃(k)(0))], it then follows

from Lemma 3.4 that F (t) ≤ G(t) for any t ≥ 0. Given (9),

if the directed graph G(t) has a directed spanning tree, then

it follows from Theorem 3.1 in [24] that G(t) → 0 as

t → ∞. Note from the definition of F (t) that F (t) ≥ 0
for all t ≥ 0. It then follows from the fact F (t) ≤ G(t)
that F (t) → 0 as t → ∞. Therefore, we have that

maxi r̃i(k)(t) = mini r̃i(k)(t) = 0 as t → ∞, which implies

that r̃i(k)(t) → 0 as t → ∞. This completes the proof.

V. CONCLUSION

This paper studied distributed multi-agent coordination

by using a comparison lemma based approach. First, we

presented general comparison lemmas for vector differential

equations. Then the application of the general comparison

lemmas was illustrated by studying leaderless consensus

and consensus tracking. Compared with the traditional ap-

proaches used in the stability analysis, the comparison lemma

based approach provides an important tool in the stability

analysis, especially for nonlinear closed-loop systems, by

making use of known results in linear/nonlinear systems.

REFERENCES

[1] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks
of agents with switching topology and time-delays,” IEEE Trans.

Autom. Control, vol. 49, no. 9, pp. 1520–1533, 2004.
[2] W. Ren and R. W. Beard, “Consensus seeking in multiagent systems

under dynamically changing interaction topologies,” IEEE Trans.

Autom. Control, vol. 50, no. 5, pp. 655–661, 2005.
[3] M. Cao, A. S. Morse, and B. D. O. Anderson, “Reaching a consensus

in a dynamically changing environment: A graphical approach,” SIAM

Journal on Control and Optimization, vol. 47, no. 2, pp. 575–600,
2008.

[4] J. A. Fax and R. M. Murray, “Information flow and cooperative control
of vehicle formations,” IEEE Trans. Autom. Control, vol. 49, no. 9,
pp. 1465–1476, 2004.

[5] R. S. Smith and F. Y. Hadaegh, “Closed-loop dynamics of cooperative
vehicle formations with parallel estimators and communication,” IEEE

Trans. Autom. Control, vol. 52, no. 8, pp. 1404–1414, 2007.
[6] R. Olfati-Saber, “Flocking for multi-agent dynamic systems: Algo-

rithms and theory,” IEEE Trans. Autom. Control, vol. 51, no. 3, pp.
401–420, 2006.

[7] H. Su, X. Wang, and Z. Lin, “Flocking of multi-agents with a virtual
leader,” IEEE Trans. Autom. Control, vol. 54, no. 2, pp. 293–307,
2009.

[8] Y. Cao and W. Ren, “Distributed coordinated tracking with reduced
interaction via a variable structure approach,” IEEE Trans. Autom.

Control, 2010, in press.
[9] W. Ren and R. W. Beard, Distributed Consensus in Multi-vehicle

Cooperative Control, ser. Communications and Control Engineering.
London: Springer-Verlag, 2008.

[10] F. Bullo, J. Cortés, and S. Martı́nez, Distributed Control of Robotic

Networks, ser. Applied Mathematics Series. Princeton University
Press, 2009.

[11] W. Ren and Y. Cao, Distributed Coordination of Multi-agent Networks,
ser. Communications and Control Engineering. London: Springer-
Verlag, 2011.

[12] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and
cooperation in networked multi-agent systems,” Proceedings of the

IEEE, vol. 95, no. 1, pp. 215–233, 2007.
[13] F. Xiao and L. Wang, “Asynchronous consensus in continuous-time

multi-agent systems with switching topology and time-varying delays,”
IEEE Trans. Autom. Control, vol. 53, no. 8, pp. 1804–1816, 2008.

[14] G. Xie and L. Wang, “Consensus control for a class of networks
of dynamic agents,” International Journal of Robust and Nonlinear

Control, vol. 17, no. 10-11, pp. 941–959, 2007.
[15] W. Ren and E. M. Atkins, “Distributed multi-vehicle coordinated

control via local information exchange,” International Journal of

Robust and Nonlinear Control, vol. 17, no. 10–11, pp. 1002–1033,
2007.

[16] W. Yu, G. Chen, M. Cao, and J. Kurths, “Second-order consensus for
multi-agent systems with directed topologies and nonlinear dynamics,”
IEEE Transactions on Systems, Man, and Cybernetics–Part B, vol. 40,
no. 3, pp. 881–891, 2010.

[17] Y. Cao, W. Ren, and Y. Li, “Distributed discrete-time coordinated
tracking with a time-varying reference state and limited communica-
tion,” Automatica, vol. 45, no. 5, pp. 1299–1305, 2009.

[18] W. Ren, “Consensus tracking under directed interaction topologies:
Algorithms and experiments,” IEEE Transactions on Control Systems

Technology, vol. 18, no. 1, pp. 230–237, 2010.
[19] Y. Hong, G. Chen, and L. Bushnell, “Distributed observers design for

leader-following control of multi-agent networks,” Automatica, vol. 44,
no. 3, pp. 846–850, 2008.

[20] H. K. Khalil, Nonlinear Systems, 3rd ed. Upper Saddle River, NJ:
Prentice Hall, 2002.

[21] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of
mobile autonomous agents using nearest neighbor rules,” IEEE Trans.

Autom. Control, vol. 48, no. 6, pp. 988–1001, 2003.
[22] L. Moreau, “Stability of continuous-time distributed consensus algo-

rithms,” in Proceedings of the IEEE Conference on Decision and

Control, Paradise Island, Bahamas, December 2004, pp. 3998–4003.
[23] J. Cortés, “Discontinuous dynamical systems,” IEEE Control Systems

Magzine, vol. 28, no. 3, pp. 36–73, 2008.
[24] Y. Cao, W. Ren, and Z. Meng, “Decentralized finite-time sliding mode

estimators and their applications in decentralized finite-time formation
tracking,” Systems and Control Letters, vol. 59, no. 9, pp. 522–529,
September 2010.

1623


