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Abstract— The averaging problem for networked systems has
attracted a significant amount of research interest these days.
Averaging protocol design is much more challenging, whereas
hybrid protocols seem to display some advantages, such as
relatively fast consensus in finite time. As is well known, noise
exists at nearly every stage of the control process, so it is
necessary to consider the noise effects on consensus protocols.
In this paper, we study the effect of noise on two types of
hybrid consensus protocols, which turn out to exhibit strong
robustness. Noise as a constant is investigated in detail, and a
hybrid formation control protocol is proposed.

I. INTRODUCTION

Motivated by behaviors found commonly in nature, such

as flocks of birds and schools of fish that can achieve

virtually flawless consensus formations via their information

interaction, more and more research is focusing on the study

of multi-agent behavior following the same idea [2]. Consen-

sus for a networked system means that, for each agent of the

system, through information interaction with its neighbors,

the state of each agent can achieve the same value [1]. The

wide array of applications of networked systems includes

sensor-networked systems, mobile ground vehicles systems,

and autonomous underwater vehicles (AUV’s). The primary

challenge is to design a proper consensus protocol that leads

to consensus for the networked system–e.g., within a double

integrator system investigated in [4], which is based on

Newtonian mechanics, the velocity and displacement of each

agent achieve consensus as time approaches infinity. [12]

proposes some consensus protocols for general networked

systems, and formation control is considered there as well.

Nonlinear systems are also considered for the consensus

problem. [8] presents a nonlinear consensus protocol which

is based on system thermodynamic theory. In that paper, the

finite-time property and semistability are investigated for the

system as well.

In addition to deterministic systems, stochastic systems

are studied widely as well. [13] develops a gossip algorithm

for the network to achieve consensus, and in this paper

the communication link between each pair of agents is

randomly selected. A quantized gossip algorithm is proposed

in [10], [11], and an upper bound for the convergence

time is also presented therein. Furthermore, [19] proposes
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a gossip algorithm via a quantized communication, which

is quite useful for broad practical applications. Meanwhile,

ergodic theory has a close relationship with the consensus

problem [14], [15], and covers a much more general case

for stochastic systems.

Another main research interest is investigation into the

effect of some non-ideal conditions, like time delay, quan-

tization, and noise disturbances for networked systems.

[8] develops a quantized consensus protocol under which

the system can achieve near-consensus for continuous-time

systems. However, it is a weaker requirement than exact-

consensus, and the state of each agent of the system is

bounded. Discrete-time consensus protocols are also de-

veloped in [9] and two different quantized protocols are

proposed, where near-consensus and exact-consensus are

achieved, respectively. Average consensus on networks is

investigated with quantized communication and two different

encoding/decoding strategies are presented in [18]. More-

over, since noise disturbance exists at nearly every stage of

the control process, noise effects on consensus protocols are

investigated extensively [20]–[23].

A hybrid consensus protocol is proposed in [17], which

develops a novel framework for solving the fast consensus

problem, in particular, the averaging problem. In this paper,

we are attempting to study the robustness of this hybrid

consensus protocol under the effect of certain kinds of noise.

Based on linear systems theory and Lyapunov theory, the

system displays a strong robustness quality in which the

difference between the state of each agent is bounded. Addi-

tionally, a special case of constant scalar noise is considered

in the paper, with which the states of the agents end up

having errors between them. From a formation control point

of view, we can design proper constant values for the hybrid

protocol so that the dynamical system achieves the desired

formation.

The organization of the paper is as follows. In Section II,

some basic background on the graph topology and a brief

review of the hybrid protocol in [17] is given. The analysis

of the continuous part of the hybrid system is contained in

Section III, with ideal conditions and noise disturbances,

respectively. The effect of constant noise is emphasized.

Together with the jump process, the robustness of the hybrid

system is investigated. Moreover, a hybrid formation control

protocol is proposed. Some simulation results are provided

in Section IV, and finally, Section V concludes the paper and

states further works.
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II. MATHEMATICAL BACKGROUND AND LITERATURE

REVIEW

Graph theory is a powerful tool for investigating net-

worked control systems. In this paper, we use graph-related

notation to describe our network model. More specifically,

let G = (V , E , A ) denote an undirected graph with the set

of vertices V
.
= {v1, v2, v3, ...} and E ⊆ V × V represents

the set of edges. The matrix A with nonnegative adjacency

elements ai,j serves as the weighted adjacency matrix. The

node index of G is denoted by a finite index set N =
{1, 2, 3, ...}. An edge of G is denoted by ei,j = (Vi, Vj)
and the adjacency elements associated with the edges are

positive. We assume ei,j ∈ E ⇔ ai,j = 1 and ai,i = 0 for

all i ∈ N .

If there is a path from any node to any other node in the

graph, then we call the graph connected. Next, we define the

connectivity matrix C for the graph.

Definition 2.1:

Ci,j ,

{

0, if (i, j) 6∈ E ,

1, otherwise,

i 6= j, i, j = 1, . . . , q, (1)

Ci,i , −

q
∑

k=1, k 6=i

Ci,k, i = 1, . . . , q, (2)

where q is the number of agents.

In this paper, we always assume that the graph topology

of the multi-agent system is connected.

The consensus problem for networked systems has at-

tracted more and more attention from many research fields,

such as mathematics, engineering, and computer science, and

many consensus protocols are proposed for the networked

system. The hybrid consensus framework presented in [17]

addresses the fast consensus-seeking problem for networked

systems. A unique feature of the proposed framework is that

the proposed controller architectures are hybrids and appear

to achieve finite-time coordination, and hence, significantly

improving the transient performance of the closed-loop sys-

tem.

The hybrid consensus protocol we consider in this paper

is given by

ẋci(t) = −

q
∑

j=1,j 6=i

Ci,j(xci(t) − xcj(t))

−

q
∑

j=1,j 6=i

Ci,j(xi(t) − xj(t) − wi,j)

(xi(t), x̄i(t), xci(t), x̄ci(t)) 6∈ Zi

xci(0) = xci0, t ≥ 0

ẋi(t) =

q
∑

j=1,j 6=i

Ci,j(xci(t) − xcj(t))

xci(t
+) = argminxci(t)

q
∑

j=1,j 6=i

Ci,j ‖ xci(t) − xcj(t) ‖
2
2

(xi(t), x̄i(t), xci(t), x̄ci(t)) ∈ Zi (3)

where the resetting set Zi is given by

Zi = {(xi, x̄i, xci, x̄ci) :
d

dt
Li(xi, x̄i) = 0

Li(xci, x̄ci) > min
xci

Li(xci, x̄ci)} (4)

or

Zi = {(xi, x̄i, xci, x̄ci) :
d

dt
Li(xci, x̄ci) = 0

Li(xci, x̄ci) > min
xi

Li(xci, x̄ci)} (5)

where Li(xi, x̄i) =
∑q

j=1,j 6=i Ci,j ‖ xi(t) − xj(t) ‖2
2 and

Li(xci, x̄ci) =
∑q

j=1,j 6=i Ci,j ‖ xci(t) − xcj(t) ‖
2
2.

The above one is a state-dependent hybrid consensus

protocol proposed in [17], in which a time-dependent hybrid

consensus protocol is also proposed. Under those hybrid

consensus protocols, it is shown that the network achieves

the average fast and even in finite time [17].

III. MAIN RESULT

In this section, we intend to investigate the robustness

of the hybrid consensus protocols in Section II with the

presence of noise.

A. Ideal Conditions for the Hybrid Consensus Protocols

To investigate the asymptotic behavior of the hybrid

system, we first study the continuous-time linear system

between each jump. The continuous-time part of the pro-

tocol (3) can be represented in a vector form. Put X =
[

xc1 · · · xcq x1 · · · xq

]T
, then the continuous-time

system becomes

Ẋ = Φ × X (6)

where Φ =

[

−1 −1
1 0

]

⊗ L and L is the Laplacian matrix

for the graph topology of the networked system. Then, we

arrive at the following theorem for state averaging.

Theorem 3.1: For a connected networked system, each

agent achieves the average consensus under the protocol (6).

To prove Theorem 3.1, the following lemma is needed.

Lemma 3.1: For a connected graph topology, the matrix

Φ has the following properties:

• The matrix Φ has two 0 eigenvalues and the real parts

of other eigenvalues are less than 0.

• The corresponding eigenvectors for the two eigen-

values 0 are w1 =
[

1√
2q

1T −1√
2q

1T
]T

and w2 =
[

−1√
2q

1T 1√
2q

1T
]T

respectively.

Proof: First, we diagonalize matrix

[

−1 −1
1 0

]

as

follows:
[

−1 −1
1 0

]

= v × d × v−1 (7)

where v is an orthogonal matrix and d is a diagonal matrix.

Furthermore,

(v ⊗ I) × Φ × (v−1 ⊗ I) = (v × A × v−1) ⊗ L

= d ⊗ L (8)
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Since matrix L has a 0 eigenvalue and other eigenvalues’

real parts are negative, the first item of the lemma has been

proven.

Moreover,

Φ × w1 =

[

−1 −1
1 0

]

⊗ L ×
[

1√
2q

1T −1√
2q

1T
]T

=

[

−L −L

L 0

]

×
[

1√
2q

1 −1√
2q

1
]

=

[

−1√
2q

L1 + 1√
2q

L1

L 1√
2q

L1

]

= 0 (9)

The proof for w2 is similar.

Also,

wT
1 × w1 =

[

1√
2q

1T −1√
2q

1T
]

×

[

1√
2q

1
−1√
2q

1

]

=
1

2
+

1

2
= 1 (10)

Together,

wT
2 × w2 =

[

−1√
2q

1T 1√
2q

1T
]

×

[

−1√
2q

1
1√
2q

1

]

=
1

2
+

1

2
= 1 (11)

This ends the proof of the second conclusion.

Proof: [Proof of Theorem 3.1] According to linear

systems theory, we can obtain the solution of our system

(6) as follows:

X(t) = eΦtX0

= Pe∆tP−1X0

(12)

Let t → ∞, we have

X(∞) =
[

w1 w2

]

[

1 0
0 1

] [

wT
1

wT
2

]

X0

=

[

1
q
× 11T 0

0 1
q
× 11T

]

X0 (13)

which completes the proof of Theorem 3.1.

B. Noise Disturbance

In this subsection, we study the noise effect on the

system (6). Before we introduce the result, the following

assumptions are needed.

Assumption 1: Suppose the disturbances for node i is same

or positive at any time t.

Theorem 3.2: For a connected networked system (6) with

any noise disturbance satisfying Assumption1, xi = c, c is

some constant real number, furthermore, xcj − xci = 0 for

i, j = 1 : q

Proof: The system dynamics with noise disturbance we

consider here is given by

ẋci(t) = −

q
∑

j=1,j 6=i

Ci,j(xci(t) − xcj(t))

−

q
∑

j=1,j 6=i

Ci,j(xi(t) − xj(t) − wi,j)

ẋi =

q
∑

j=1,j 6=i

Ci,j(xci(t) − xcj(t)) (14)

where i ∈ {1, · · · , q}, and wi,j is the noise generated when

communication between xi and xj occurs.

Consider the nonnegative function

V (X) =
1

4

q
∑

i=1

q
∑

j=1,j 6=i

‖ xj − xi ‖
2
2

+
1

4

q
∑

i=1

q
∑

j=1,j 6=i

‖ xcj − xci ‖
2
2 (15)

where X =
[

xT
1 , · · · , xT

q , xT
c1, · · · , xT

cq

]T
. The derivative of

the function V (X) along the trajectories of the closed-loop

dynamics is given by

V̇ (X) =
1

2

q
∑

i=1

q
∑

j=1,j 6=i

(Ci,j + Cj,i)(xi − xj)
T ẋi

1

2

q
∑

i=1

q
∑

j=1,j 6=i

(Ci,j + Cj,i)(xci − xcj)
T ẋci

= −

q
∑

i=1

[

q
∑

i=1

Ci,j(xci − xcj)

]T

×

[

q
∑

i=1

Ci,j(xci − xcj)

]

+
1

2

q
∑

i=1

q
∑

j=1,j 6=i

(Ci,j + Cj,i)(xci − xcj)
T

×

q
∑

j=1,j 6=i

Ci,j(−wi,j)

≤ −

q
∑

i=1

[

q
∑

i=1

Ci,j(xci − xcj)

]T

×

[

q
∑

i=1

Ci,j(xci − xcj)

]

≤ 0 (16)

Considering (16), V̇ = 0 if and only if
∑q

i=1 Ci,j(xci −
xcj) = 0, and furthermore, L×Xc = 0, thus, xcj−xci = 0. If

xcj−xci = 0, then ẋi = 0, and
∑

˙xci =
∑

wij , since xcj =
xci, then ẋci = wi,j , and furthermore,

∑q

i=1 Ci,j(xi−xj) =
0, and xi = xj . Therefore, xci = xci(t0) +

∫ ∞
t=0

(w(s)i,j)ds
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Next, in this subsection, we will find the effect of constant

noises on (6). First, we can rewrite the system in vector form:

Ẋ = ΦX + Ψ (17)

where

Ψ =

























−
∑

j∈N1
a1,jw1,j

−
∑

j∈N2
a2,jw2,j

...

−
∑

j∈Nq
aq,jwq,j

0
...

0

























The following lemma gives an equivalent vector form of Ψ:

Lemma 3.2: Given the networked system (6), the

matrix Ψ can be represented as

[

−1 0
0 0

]

⊗ L ×
[

0 w12 · · · w1q 0 · · · 0
]T

.

Proof: Suppose the noise wij = w1j − w1i, for any

i = 1, 2, · · · , q. Then we have
∑

j∈Ni
ai,jwi,j =

∑

j∈Ni
aij(w1,i − w1,j)

=
[

ai,1 · · ·
∑q

j=1,j 6=i ai,j ai,i+1 · · · ai,q

]

×
[

0 w1,2 · · · w1,q 0 · · · 0
]T

= −Li ×
[

0 w1,2 · · · w1,q 0 · · · 0
]T

(18)

where Li is the ith row of the Laplacian matrix L. Hence,

Ψ =

[

−1 0
0 0

]

⊗ L ×
[

0 w12 · · · w1q 0 · · · 0
]T

Based on linear systems theory, we can write the solution

for the system as

X(t) = expΦt X0 +

∫ t

0

expΦ(t−τ) Ψ(τ)dτ (19)

As a result of Theorem 3.1,

expΦt X0 =

[ 1
q
× I 0

0 1
q
× I

]

X0 (20)

Lemma 3.3: For the noise corrupted system (17), the other

part of the solution has the following form:

limt→∞
∫ t

0 expΦ(t−τ) Ψ(τ)dτ

=
[

0 · · · 0 0 w12 · · · w1q

]T

− 1
q

∑q

j=2 w1,j ⊗

[

0

1

]

(21)

Proof:

limt→∞
∫ t

0 expΦ(t−τ) Ψ(τ)dτ

= P limt→∞
∫ t

0
expD(t−τ) P−1

=
[

w1 w2

]

[

1 0
0 1

] [

wT
1

wT
2

]

+
[

w3 · · · w2q

]

diag
(

1
λΦ,3

, · · · , 1
λΦ,2q

)







e3

...

e2q






(22)

where w3, w4, ... are the 3rd, 4th,...and 2qth columns for the

matrix Φ, and e3, e4, ... are the 3rd, 4th,..., and 2qth rows of

matrix P . Obviously,

[

w1 w2

]

[

1 0
0 1

] [

wT
1

wT
2

]

=
1

q

[

1 0
0 1

]

⊗ 11T (23)

And,

[

w3 · · · w2q

]

diag

(

1

λΦ,3
, · · · ,

1

λΦ,2q

)







e3

...

e2q







=

(

Φ −

[

1 0
0 1

]

⊗ 11T

)−1

(24)

Next, we will prove

(

Φ −

[

1 0
0 1

]

⊗ 11T

)−1

=

[

− 1
q

11T L1

−L1 LM

]

where LL1 = I− 1
q

11T , LLM = − 1
q

11T −I , L1×
1
q

11T = 0

and − 1
q

11T × (−LM ) = 1
q

11T

To see this, note that
(

Φ −

[

1 0
0 1

]

⊗ 11T

) [

− 1
q

11T L1

−L1 LM

]

=

[

−L − 1
q

11T −L

L − 1
q

11T

]

[

− 1
q

11T L1

−L1 LM

]

=

[

1
q

11T + LL1 LL1 + LLM

0 LL1 + 1
q

11T

]

= I (25)

Next,

limt→∞
∫ t

0 expΦ(t−τ) Ψ(τ)dτ × Ψ

= P limt→∞
∫ t

0
expD(t−τ) P−1Ψ

=
[

w1 w2

]

[

1 0
0 1

] [

wT
1

wT
2

]

× Ψ

+
[

w3 · · · w2q

]

diag
(

1
λΦ,3

, · · · , 1
λΦ,2q

)







e3

...

e2q






× Ψ

= 0 +

[

− 1
q

11T L1

−L1 LM

]

× Ψ

=

[

− 1
q

11T L1

−L1 LM

]

× (

[

−1 0
0 0

]

⊗ L

×
[

0 w12 · · · w1q 0 · · · 0
]T

)

=

[

0 0
LL1 0

]

[

0 w12 · · · w1q 0 · · · 0
]T

=
[

0 · · · 0 0 w12 · · · w1q

]T

− 1
q

∑q

j=2 w1,j ⊗

[

0

1

]

Based on the previous result, we have the following theorem.
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Theorem 3.3: For the connected system (17), the state of

each agent of the system has a distance between the other

agents as constant noise is presented and

X(∞) =

[ 1
q
× I 0

0 1
q
× I

]

X0

+
[

0 · · · 0 0 w12 · · · w1q

]T

− 1
q

∑q

j=2 w1,j ⊗

[

0

1

]

(26)

C. Robustness of the Hybrid Consensus Protocols

In this subsection, we investigate the jump process’s effect

on the continuous-time linear system (17).

Theorem 3.4: Under the hybrid consensus protocol (3),

the system is Lyapunov stable with the disturbance satisfying

Assumption1 .

Proof: Since

∆V (X) =
1

4

q
∑

i=1

[

min

q
∑

j=1,j 6=i

Ci,j ‖ xci(t) − xcj(t) ‖
]

−
1

4

q
∑

i=1

∑

j=1,j 6=i

qCi,j ‖ xci(t) − xcj(t) ‖< 0

X ∈ Z, (27)

for i, j = 1, · · · , q, i 6= j, it follows that the set D = {xi −
xj , xci − xcj : V (X) ≤ c}, where c > 0, is a compact

positively invariant set. According to Corollary 1 in [24],

together with (16) and (27), the unconnected hybrid system

is Lyapunov stable.

Furthermore, from a formation control point of view, we

propose the following hybrid formation control protocol for

the networked system. Here, the purpose of a formation

control for the system is to control the distance between

each agent of the system and then to control the formation

of the entire system. In particular,

ẋci(t) = −

q
∑

j=1,j 6=i

Ci,j(xci(t) − xcj(t))

−

q
∑

j=1,j 6=i

Ci,j(xi(t) − xj(t) − li,j)

(xi(t), x̄i(t), xci(t), x̄ci(t)) 6∈ Zi

xci(0) = xci0, t ≥ 0

ẋi =

q
∑

j=1,j 6=i

Ci,j(xci(t) − xcj(t))

xci(t
+) = argminxci(t)

q
∑

j=1,j 6=i

Ci,j ‖ xci(t) − xcj(t) ‖
2
2

(xi(t), x̄i(t), xci(t), x̄ci(t)) ∈ Zi (28)

and

Zi = {(xi, x̄i, xci, x̄ci) :
d

dt
Li(xci, x̄ci) = 0

Li(xci, x̄ci) > minxi
Li(xci, x̄ci)} (29)
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Fig. 1. Hybrid consensus protocol with ideal condition

0 20 40 60 80 100
0.5

1

1.5

2

2.5

3

3.5

4

4.5

Time

St
at

es

 

 

x
1

x
2

x
3

x
4

(a) Practical states

0 20 40 60 80 100
1

1.5

2

2.5

3

3.5

4

4.5

5

Time

St
at

es

 

 

x
c
1

x
c
2

x
c
3

x
c
4

(b) Observation states

Fig. 2. Hybrid consensus protocol with constant disturbance

Define di,j = xj − xi, then we have the following

corollary.

Corollary 3.1: For the connected system (28) and (29), as

time approaches infinity, the system’s formation becomes

di,j(∞) = li,j (30)

IV. SIMULATION

A four-agent system is considered in the simulation and

the following figures display the system’s behavior subject

to different kinds of noises. Firstly, Fig. 1 shows the system

evaluation under ideal condition. The noises are constant,

sinusoidal, and exponential, respectively in Fig. 2, 3, 4.
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Fig. 3. Hybrid consensus protocol with sin disturbance
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Fig. 4. Hybrid consensus protocol with exponential disturbance

V. CONCLUSIONS

In this paper, the robustness of the hybrid consensus

protocols in [17] is investigated. Using linear systems theory

and Lyapunov theory, the difference between the state of each

agent of the hybrid system is shown to be bounded. Certain

types of noise are discussed in the paper–in particular,

the constant scalar noise is studied in detail. Applying the

constant noise results in a gap between the final state values,

and this result has applications in formation control. Further

works to be done on these hybrid protocols include a detailed

investigation of the effects of white noise.
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