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Abstract— We present a direct model reference adaptive
controller for discrete-time systems (and thus sampled-data
systems) that are possibly nonminimum phase. The adaptive
control algorithm requires knowledge of the nonminimum-
phase zeros of the transfer function from the control to the
tracking error. This paper and its companion paper (Part 2)
together analyze the stability of the instantaneous (gradient-
based) retrospective cost model reference adaptive controller
and the cumulative (recursive-least-squares-based) retrospective
cost model reference adaptive controller. Part 1 develops the
adaptive controllers and proves the existence of an ideal control
law. Part 2 presents the closed-loop error system and provides
a closed-loop stability analysis.

I. INTRODUCTION

The objective of model reference adaptive control

(MRAC) is to cause an uncertain system to behave like

a known reference model in response to a family of ref-

erence model command signals. MRAC has been studied

extensively for continuous-time systems [1]–[4] as well as

discrete-time systems [4]–[8]. In addition, the MRAC ar-

chitecture has been extended to deal with various classes

of nonlinear systems [9], [10]. However, the results of [1]–

[10] as well as related adaptive control techniques [11] are

generally restricted to minimum-phase systems.

Retrospective cost adaptive control (RCAC) is an adaptive

control technique for discrete-time systems that are possibly

nonminimum-phase [12]–[15]. RCAC uses a retrospective

performance measure, in which the performance measure-

ment is modified based on the difference between the actual

past control inputs and the recomputed past control inputs,

assuming that the current controller had been used in the

past. RCAC has been demonstrated on multi-input, multi-

output nonminimum-phase systems [12]–[14]. Furthermore,

the stability of RCAC for single-input, single-output systems

is analyzed in [15] for the combined stabilization, command

following, and disturbance rejection problem.

The adaptive laws of [12]–[15] are derived by minimizing

a retrospective cost, which is a quadratic function of the

retrospective performance. In particular, [12], [13] use an

instantaneous retrospective cost, which is a function of the

retrospective performance at the current time and is mini-

mized by a gradient-type adaptation algorithm. In contrast,

[14] uses a cumulative retrospective cost, which is a function

of the retrospective performance at the current time step

as well as all previous time steps and is minimized by
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a recursive-least-squares adaptation algorithm. Stability of

instantaneous and cumulative RCAC is analyzed in [15].

This paper is the first part of a pair of papers, which to-

gether present the retrospective cost model reference adaptive

control (RC-MRAC) algorithm for discrete-time systems that

are potentially nonminimum phase (provided that we have

knowledge of the nonminimum-phase zeros). This paper

is intended to be read in conjunction with [16]. This first

paper develops the instantaneous and cumulative RC-MRAC

algorithms, and focuses on the existence and properties of

an ideal control law. In this paper, we also develop a suffi-

cient model-matching condition, namely, that the numerator

polynomial of the reference model contain the nonminimum-

phase zeros of the open-loop system. This model matching

condition is intuitive because the nonminimum-phase zeros

of the open-loop system cannot be moved through feedback

or pole-zero cancellation. Thus, an appropriate reference

model would need to duplicate those nonminimum-phase

zeros. The results in this paper are then used in [16] to

construct of a closed-loop error system and analyze the

stability of the closed-loop system.

II. PROBLEM FORMULATION

Consider the discrete-time system

y(k) = −

n
∑

i=1

αiy(k − i) +

n
∑

i=d

βiu(k − i), (1)

where k ≥ 0, α1, . . . , αn, βd, . . . , βn ∈ R, y(k) ∈ R is the

output, u(k) ∈ R is the control, and the relative degree is

d > 0. Furthermore, for all i < 0, u(i) = 0, and the initial

condition is x0 = [ y(−1) · · · y(−n) ]T ∈ Rn.

Let q and q
−1 denote the forward-shift and backward-shift

operators, respectively. For all k ≥ 0, (1) can be expressed

as

α(q)y(k − n) = β(q)u(k − n), (2)

where α(q)
△
= q

n +α1q
n−1 +α2q

n−2 + · · ·+αn−1q+αn

and β(q)
△
= βdq

n−d + βd+1q
n−d−1 + · · · + βn−1q + βn.

Note that βd is the first nonzero Markov parameter of (1).

Next, consider the reference model

ym = −

nm
∑

i=1

αm,iym(k − i) +

nm
∑

i=dm

βm,ir(k − i), (3)

where k ≥ 0, αm,1, . . . , αm,nm
, βm,dm

, . . . , βm,nm
∈ R,

ym(k) ∈ R is the reference model output, r(k) ∈ R is the

reference model command, and dm > 0 is the relative degree

of (3). Furthermore, for all i < 0, r(i) = 0, and the initial
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condition is xm,0 = [ ym(−1) · · · ym(−nm) ]T ∈ R
n.

For all k ≥ 0, (3) can be expressed as

αm(q)ym(k − nm) = βm(q)r(k − nm), (4)

where αm(q)
△
= q

nm+αm,1q
nm−1+· · ·+αm,nm−1q+αm,nm

and βm(q)
△
= βm,dm

q
nm−dm+ · · ·+βm,nm−1q+βm,nm

. Our

goal is to develop an adaptive output feedback controller that

generates a control signal u(k) such that y(k) asymptotically

follows ym(k) for all bounded reference model commands

r(k). We make the following assumptions regarding the

open-loop system (1):

(A1) α(q) and β(q) are coprime.

(A2) d is known.

(A3) βd is known.

(A4) If λ ∈ C, |λ| ≥ 1, and β(λ) = 0, then λ is known.

(A5) There exists an integer n̄ such that n ≤ n̄ and n̄ is

known.

(A6) α(q), β(q), n, and x0 are not known.

In addition, we make the following assumptions regarding

the reference model (3):

(A7) αm(q) and βm(q) are coprime.

(A8) αm(q) is asymptotically stable.

(A9) If λ ∈ C, |λ| ≥ 1, and β(λ) = 0, then βm(λ) = 0.

(A10) If λ ∈ C and α(λ) = 0, then βm(λ) 6= 0.

(A11) dm ≥ d.

(A12) r(k) is bounded.

(A13) αm(q), βm(q), dm, and nm are known.

Next, consider the factorization of β(q) given by

β(q) = βdβu(q)βs(q), (5)

where βu(q) is a monic polynomial with degree nu ≤ n−d;

βs(q) is a monic polynomial with degree ns
△
= n− nu − d;

and if λ ∈ C, |λ| ≥ 1, and β(λ) = 0, then βu(λ) = 0 and

βs(λ) 6= 0.

Assumption (A3) implies that the nonminimum-phase

zeros from the control to the tracking error (i.e., the roots of

β(q) the lie on or outside the unit circle) are known, which

is equivalent to the assumption that βu(q) and nu are known.

III. RETROSPECTIVE PERFORMANCE AND RC-MRAC

In this section, we define the retrospective performance

and present two RC-MRAC algorithms, namely, instanta-

neous RC-MRAC and cumulative RC-MRAC. Let nc ≥ n,

and for all k ≥ nc, consider the time-varying controller

u(k) =

nc
∑

i=1

Li(k)y(k − i) +

nc
∑

i=1

Mi(k)u(k − i)

+

nc
∑

i=0

Ni(k)r(k − i), (6)

where, for all i = 1, . . . , nc, Li : N → R and Mi : N → R,

and, for all i = 0, 1, . . . , nc, Ni : N → R are given by either

the adaptive law presented in Section III-A or the adaptive

law presented in Section III-B. For all k ≥ nc, the controller

(6) can be expressed as

u(k) = φT(k)θ(k), (7)

where

θ(k)
△
=

[

L1(k) · · · Lnc
(k) M1(k) · · · Mnc

(k)

N0(k) · · · Nnc
(k)

]T
.

and, for all k ≥ nc

φ(k)
△
=

[

y(k − 1) · · · y(k − nc)

u(k − 1) · · · u(k − nc)

r(k) · · · r(k − nc)
]T

∈ R
3nc+1. (8)

Note that (6) cannot be implemented for nonnegative

k < nc, because, for nonnegative k < nc, u(k) depends

on y(−1), . . . , y(−nc), that is, the initial condition x0.

Therefore, for all nonnegative integers k < nc, let u(k) be

given by (7), where, for all nonnegative integers k < nc,

φ(k) ∈ R3nc+1.

Next, for all k ≥ 0, define the tracking error z(k)
△
=

y(k)−ym(k). Furthermore, define ᾱm(q
−1)

△
= q

−nmαm(q),

β̄m(q
−1)

△
= q

−nmβm(q), and β̄u(q
−1)

△
= q

−nu−dβu(q).
Finally, for all k ≥ 0, define the filtered performance

zf(k)
△
= ᾱm(q

−1)z(k). (9)

For nonnegative k < nm, zf(k) depends on

z(−1), . . . , z(−nm) (i.e., the initial condition x0, which

is unknown). Therefore, for nonnegative k < nm, zf(k) is

given by (9), where the values used for z(−1), . . . , z(−nm)
can be chosen arbitrarily.

Now, let θ̂ ∈ R3nc+1 be an optimization variable used to

develop the controller update equation, and, for all k ≥ 0,

define the retrospective performance

ẑf(θ̂, k)
△
= zf(k) + βd

[

β̄u(q
−1)φ(k)

]T
θ̂ − βdβ̄u(q

−1)u(k)

= zf(k) + ΦT(k)θ̂ − βdβ̄u(q
−1)u(k), (10)

where the filtered regressor is defined by

Φ(k)
△
= βdβ̄u(q

−1)φ(k), (11)

where, for all i < 0, φ(i) = 0. Note that the retrospective

performance (10) modifies zf(k) based on the difference

between the actual control u(k−d), . . . , u(k−nu−d) and the

recomputed control û(θ̂, k − d)
△
= φT(k − d)θ̂, . . . , û(θ̂, k −

nu − d)
△
= φT(k − nu − d)θ̂, assuming that the controller

parameter vector θ̂ had been used in the past.

For all k ≥ 0, we also define the retrospective performance

measure

zf,r(k)
△
= ẑf(θ(k), k). (12)

Although zf,r(k) is not a measurement, it can be computed

from zf(k), θ(k), θ(k − d), . . . , θ(k − nu − d), φ(k −
d), . . . , φ(k − nu − d), and knowledge of β̄u(q

−1) by using

(10). Now, we develop two adaptive laws using ẑf(θ̂, k).
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A. Instantaneous RC-MRAC

Define the instantaneous retrospective cost function

JI(θ̂, k)
△
= ẑ2f (θ̂, k) + ζ(k)

[

θ̂ − θ(k)
]T

R
[

θ̂ − θ(k)
]

, (13)

where R ∈ R(3nc+1)×(3nc+1) is positive definite, ζ : N →

(0,∞), ζL
△
= infk≥0 ζ(k), and ζU

△
= supk≥0 ζ(k). We

assume that ζL > 0 and ζU < ∞.

Lemma 1. Let θ(0) ∈ R3nc+1. Then, for each k ≥ 0, the

unique global minimizer of the instantaneous retrospective

cost function (13) is given by

θ(k + 1) = θ(k)− η(k)R−1Φ(k)zf,r(k), (14)

where

η(k)
△
=

1

ζ(k) + ΦT(k)R−1Φ(k)
. (15)

Proof. It follows from (10) that JI(θ̂, k) = θ̂TΓ1(k)θ̂ +
Γ2(k)θ̂ + Γ3(k), where

Γ1(k)
△
= ζ(k)R +Φ(k)ΦT(k),

Γ2(k)
△
= − 2ζ(k)θT(k)R

+ 2
(

zf(k)− βdβ̄u(q
−1)

[

φT(k)θ(k)
])

ΦT(k),

Γ3(k)
△
= ζ(k)θT(k)Rθ(k)

+
(

zf(k)− βdβ̄u(q
−1)

[

φT(k)θ(k)
])2

.

The cost function JI has the unique global minimizer

θ(k + 1)
△
= −

1

2
Γ−1
1 (k)ΓT

2 (k)

= Γ−1
1 (k)

(

ζ(k)R +Φ(k)ΦT(k)
)

θ(k)

− Γ−1
1 (k)Φ(k) (zf(k)− βd

×β̄u(q
−1)

[

φT(k)θ(k)
]

+ΦT(k)θ(k)
)

= θ(k)− Γ−1
1 (k)Φ(k)zf,r(k).

Next, it follows from the matrix inversion lemma [2,

Lemma 2.1] that

Γ−1
1 (k) =

1

ζ(k)
R−1 −

1

ζ2(k)
R−1Φ(k)

×

(

1 +
1

ζ(k)
ΦT(k)R−1Φ(k)

)−1

ΦT(k)R−1

=
1

ζ(k)

(

R−1 − η(k)R−1Φ(k)ΦT(k)R−1
)

,

and thus,

θ(k + 1) = θ(k)−
1

ζ(k)

[

R−1Φ(k)zf,r(k)

−η(k)R−1Φ(k)ΦT(k)R−1Φ(k)zf,r(k)
]

= θ(k)−
1

ζ(k)

[

η(k)
(

ζ(k) + ΦT(k)R−1Φ(k)
)

×R−1Φ(k)zf,r(k)
]

+
1

ζ(k)
η(k)R−1Φ(k)ΦT(k)R−1Φ(k)zf,r(k)

= θ(k)− η(k)R−1Φ(k)zf,r(k),

which verifies (14).

In summary, instantaneous RC-MRAC is given by (7),

(14), and (15), where φ(k), Φ(k), and zf,r(k) are given by

(8), (11), and (12), respectively.

B. Cumulative RC-MRAC

As an alternative to (13), define the cumulative retrospec-

tive cost function

JC(θ̂, k)
△
=

k
∑

i=0

λk−iẑ2f (θ̂, i)

+ λk
[

θ̂ − θ(0)
]T

R
[

θ̂ − θ(0)
]

, (16)

where λ ∈ (0, 1] and R ∈ R(3nc+1)×(3nc+1) is positive

definite. Note that λ serves as a forgetting factor, which

allows more recent data to be weighted more heavily than

past data. The next result follows from standard recursive

least-squares (RLS) theory [2], [4], [6].

Lemma 2. Let P (0) = R−1 and θ(0) ∈ R3nc+1. Then, for

each k ≥ 0, the unique global minimizer of the cumulative

retrospective cost function (16) is given by

θ(k + 1) = θ(k)−
P (k)Φ(k)zf,r(k)

λ+ΦT(k)P (k)Φ(k)
, (17)

where

P (k + 1) =
1

λ

[

P (k)−
P (k)Φ(k)ΦT(k)P (k)

λ+ΦT(k)P (k)Φ(k)

]

. (18)

Thus, cumulative RC-MRAC is given by (7), (17), and

(18). The remainder of this paper focuses on the existence

and properties of an ideal control law. The stability of

the instantaneous RC-MRAC and cumulative RC-MRAC is

analyzed in [16].

IV. NONMINIMAL-STATE-SPACE REALIZATION

We use a nonminimal-state-space realization of the time-

series model (1) whose state consists entirely of measured

information, specifically, y, u, and r. We introduce the fol-

lowing notation. For a positive integer p, define the nilpotent

matrix

Np
△
=











0 · · · 0 0
1 0 0
...

. . .
...

...

0 · · · 1 0











∈ R
p×p,

and the column vector

Ep
△
=

[

1
0(p−1)×1

]

∈ R
p.

Next, for all k ≥ nc, consider the (3nc + 1)th-order

nonminimal-state-space realization of (1) given by

φ(k + 1) = Aφ(k) +Bu(k) +Dr(k + 1), (19)

y(k) = Cφ(k), (20)
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where

A
△
= Anil + E3nc+1C, (21)

C
△
=

[

−α1 · · · −αn 01×(nc−n) 01×(d−1)

βd · · · βn 01×(nc−n) 01×(nc+1)

]

, (22)

B
△
=





0nc×1

Enc

0(nc+1)×1



 , D
△
=

[

02nc×1

Enc+1

]

, (23)

Anil
△
=





Nnc
0nc×nc

0nc×(nc+1)

0nc×nc
Nnc

0nc×(nc+1)

0(nc+1)×nc
0(nc+1)×nc

Nnc+1



 . (24)

The triple (A,B,C) is stabilizable and detectable but is

neither controllable nor observable. In fact, (A,B,C) has

n controllable and observable eigenvalues, while (A,B) has

2nc + 1− n uncontrollable eigenvalues at 0, and (A,C) has

3nc + 1− n unobservable eigenvalues at 0.

V. IDEAL FIXED-GAIN CONTROLLER

In this section, we prove the existence of an ideal fixed-

gain controller for the open-loop system (1). This controller,

whose structure is illustrated in Figure 1, is used in the

companion paper [16] to construct an error system for

analyzing the closed-loop adaptive system. An ideal fixed-

gain controller consists of a precompensator, which cancels

the stable zeros of the open-loop system, and a feedback-

feedforward controller whose inputs are y and r.

Plant

α(q)y∗ = β(q)u∗

-
y∗

�

�
r

Feedback
Compensator

�

Feedforward
Compensator

�Precompensator

-
u∗

Ideal Fixed-Gain Controller

Fig. 1. Closed-loop system with the ideal fixed-gain controller.

For all k ≥ nc, consider the system (1) with u(k) = u∗(k),
where u∗(k) is the ideal control. More precisely, for all k ≥
nc, consider the system

y∗(k) = −
n
∑

i=1

αiy∗(k − i) +
n
∑

i=d

βiu∗(k − i), (25)

where, for all k ≥ nc, u∗(k) is given by the strictly proper

ideal fixed-gain controller

u∗(k) =

nc
∑

i=1

L∗,iy∗(k − i) +

nc
∑

i=1

M∗,iu∗(k − i)

+

nc
∑

i=0

N∗,ir(k − i), (26)

where L∗,1, . . . , L∗,nc
∈ R, M∗,1, . . . ,M∗,nc

∈ R,

N∗,0, . . . , N∗,nc
∈ R, and the initial condition at k = nc for

(25) and (26) is φ∗,0 = [y∗(nc − 1) · · · y∗(0) u∗(nc −
1) · · · u∗(0) r(nc) · · · r(0)]T ∈ R3nc+1.

For all k ≥ nc, the ideal control (26) can be written as

u∗(k) = φT
∗ (k)θ∗, (27)

where

θ∗
△
=

[

L∗,1 · · · L∗,nc
M∗,1 · · · M∗,nc

N∗,0 · · · N∗,nc

]T
,

φ∗(k)
△
=

[

y∗(k − 1) · · · y∗(k − nc)

u∗(k − 1) · · · u∗(k − nc)

r(k) · · · r(k − nc)
]T

.

Therefore, it follows from (19)-(24) and (27) that, for all k ≥
nc, the ideal closed-loop system (25), (26) has the (3nc +
1)th-order nonminimal-state-space realization

φ∗(k + 1) = A∗φ∗(k) +Dr(k + 1), (28)

y∗(k) = Cφ∗(k), (29)

where

A∗
△
= A+BθT∗ , (30)

and the initial condition is φ∗(nc)
△
= φ∗,0.

Theorem 1. Let

nc ≥ max(2n− nu − d, nm − nu − d). (31)

Then there exists an ideal fixed-gain controller (26) of order

nc such that the following statements hold for the ideal

closed-loop system consisting of (25), (26), which has the

(3nc + 1)th-order nonminimal-state-space realization (28),

(29), where A∗ is given by (30):

(i) For all initial conditions φ∗,0, and, for all k ≥ k0
△
=

2nc + nu + d,

ᾱm(q
−1)y∗(k) = β̄m(q

−1)r(k),

and thus,

ᾱm(q
−1)y∗(k) = ᾱm(q

−1)ym(k).

(ii) A∗ is asymptotically stable.

(iii) For all initial conditions φ∗,0, u∗(k) is bounded.

(iv) For all k ≥ k0, and, for all sequences e(k),

βdβ̄u(q
−1)e(k) = ᾱm(q

−1)

[

k−nc
∑

i=1

CA
i−1
∗ Be(k − i)

]

.

The proof of Theorem 1 is in Appendix A.

Property (iv) of Theorem 1 is a time-domain property. It

has the following z-domain interpretation

C (zI −A∗)
−1

B =
βdβu(z)z

nm−nu−d

αm(z)
, (32)

which implies that the nonminimum-phase zeros of

the closed-loop transfer function (32) are exactly the
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nonminimum-phase zeros of the open-loop system, that is,

the roots of βu(q). Furthermore, (32) is the closed-loop

transfer function from a control input perturbation to the

performance. In the companion paper [16], property (iv) of

Theorem 1 is used to develop a closed-loop error system

and to relate the performance of the closed-loop adaptive

system to the controller-parameter-estimation error, that is,

the distance between θ(k) and θ∗. Furthermore, the com-

panion paper [16] provides a stability analysis for both

the instantaneous RC-MRAC and cumulative RC-MRAC

algorithms.

APPENDIX A: PROOF OF THEOREM 1

Proof of Theorem 1. We construct the ideal fixed-gain

controller (26), which is depicted in Figure 1, and show that

it satisfies (i)-(iv).

First, for all k ≥ 0, (26) can be expressed as

M∗(q)u∗(k) = L∗(q)y∗(k) +N∗(q)r(k), (33)

where M∗(q) = q
nc −M∗,1q

nc−1 − · · · −M∗,nc
, L∗(q) =

L∗,1q
nc−1+· · ·+L∗,nc−1q+L∗,nc

, and N∗(q) = N∗,0q
nc+

· · ·+N∗,nc−1q+N∗,nc
. Thus, it suffices to show that there

exist polynomials L∗(q), M∗(q), and N∗(q) such that (i)-

(iv) are satisfied.

Define nf
△
= nc − ns, and consider the exactly proper

precompensator

βs(q)u∗(k) = Npc(q)v(k), (34)

where Npc(q) is a polynomial with degree ns and v(k) is

given by the compensator

Mf(q)v(k) = Lf(q)y∗(k) +Nf(q)r(k), (35)

where Mf(q) is a monic polynomial with degree nf , Lf(q) is

a polynomial with degree nf −1, and Nf(q) is a polynomial

with degree nf −dm+d. For all k ≥ 0, the cascade (34) and

(35) can be expressed as (33), where L∗(q)
△
= Lf(q)Npc(q),

M∗(q)
△
= Mf(q)βs(q), and N∗(q)

△
= Nf(q)Npc(q). Now, it

suffices to show that there exist polynomials Lf(q), Mf(q),
Nf(q), and Npc(q), such that (i)-(iv) are satisfied.

To show (i), we consider the closed-loop system consisting

of (25), (34), and (35). First, it follows from (5) and (25) that,

for all k ≥ nc,

α(q)y∗(k) = βdβu(q)βs(q)u∗(k). (36)

Next, multiplying (36) by Mf(q) yields Mf(q)α(q)y∗(k) =
βdβu(q)Mf(q)βs(q)u∗(k). Using (34) and (35)

yields, for all k ≥ nc, Mf(q)α(q)y∗(k) =
βdβu(q)Npc(q)Lf(q)y∗(k) + βdβu(q)Npc(q)Nf(q)r(k),
which implies

[Mf(q)α(q) − βdβu(q)Npc(q)Lf(q)]y∗(k)

= βdβu(q)Npc(q)Nf(q)r(k). (37)

Now, we show that there exist Nf(q) and Npc(q) such

that βdβu(q)Npc(q)Nf(q) = βm(q)q
n1 , where n1

△
= nc +

nu + d − nm. Note that it follows from (31) that n1 ≥ 0.

Assumption (A9) implies that βu(q) divides βm(q). Since,

in addition, deg βu(q)Npc(q)Nf(q) = nu + ns + nf +
d − dm = nm − dm + n1 = deg βm(q) + n1, it follows

that there exist polynomials Nf(q) and Npc(q) such that

βdβu(q)Npc(q)Nf(q) = βm(q)q
n1 . Thus, for all k ≥ nc,

(37) becomes

[Mf(q)α(q) − βdβu(q)Npc(q)Lf(q)]y∗(k)

= βm(q)q
n1r(k). (38)

Next, we show that there exist polynomials Lf(q) and

Mf(q) such that Mf(q)α(q) − βdβu(q)Npc(q)Lf(q) =
αm(q)q

n1 . First, note that deg Mf(q)α(q) = nf + n =
nc + nu + d = nm + n1 = deg αm(q)q

n1 . Next,

the degree of Mf(q) is nf and the degree of Lf(q) is

nf − 1, where nf = nc − ns = max(n, nm − n) ≥
n = deg αm(q). Since, in addition, assumptions (A1) and

(A10) imply that α(q) and βu(q)Npc(q) are coprime, it

follows from the Diophantine equation that the roots of

Mf(q)α(q) − βdβu(q)Npc(q)Lf(q) can be assigned arbi-

trarily by choice of Lf(q) and Mf(q). Therefore, there

exist polynomials Lf(q) and Mf(q) such that Mf(q)α(q)−
βdβu(q)Npc(q)Lf(q) = αm(q)q

n1 . Thus, for all k ≥ nc,

(38) becomes αm(q)q
n1y∗(k) = βm(q)q

n1r(k), which

implies that, for all k ≥ nc + n1,

αm(q)y∗(k) = βm(q)r(k). (39)

Thus, for all k ≥ k0
△
= nc + n1 + nm = 2nc + nu + d,

ᾱm(q
−1)y∗(k) = β̄m(q

−1)r(k), thus, confirming (i).

To show (ii), note that, for all k ≥ nc, the closed-loop

system (28), (29) is a (3nc + 1)th-order nonminal-state-

space realization of the closed-loop system (25), (26), which

has the closed-loop characteristic polynomial M∗(q)α(q)−
β(q)L∗(q) = βs(q)αm(q)q

n1 . Thus, the spectrum of A∗

consists of the nc + n roots of βs(q)αm(q)qn1 along with

2nc + 1 − n eigenvalues located at 0, which are exactly

the uncontrollable eigenvalues of (A,B). Therefore, since

αm(q) and βs(q) are asymptotically stable, it follows that

A∗ is asymptotically stable. Thus, we have verified (ii).

To show (iii), it follows from Assumption (A12) that r(k)
is bounded. Since, in addition, A∗ is asymptotically stable, it

follows from (28) that φ∗(k) is the state of an asymptotically

stable linear system with the bounded input r(k). Thus,

φ∗(k) is bounded. Finally, since u∗(k) is a component of

φ∗(k + 1), it follows that u∗(k) is bounded.

To show (iv), consider the (3nc + 1)th-order nonminimal

state-space realization (28), (29), which, for all k ≥ nc, has

the solution

y∗(k) = CA
k−nc

∗ φ∗(nc) +

k−nc
∑

i=1

CA
i−1
∗ D1r(k − i+ 1),

which implies that

αm(q)y∗(k) = αm(q)

[

k−nc
∑

i=1

CA
i−1
∗ D1r(k − i+ 1)

]

+ αm(q)
[

CA
k−nc

∗ φ∗(nc)
]

. (40)
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Comparing (39) and (40) yields, for all k ≥ nc + n1,

βm(q)r(k) = αm(q)

[

k−nc
∑

i=1

CA
i−1
∗ D1r(k − i+ 1)

]

+ αm(q)
[

CA
k−nc

∗ φ∗(nc)
]

. (41)

Next, for all k ≥ nc, consider the system (1), where u(k)
consists of two components: one that is generated from the

ideal controller, and one that is an arbitrary sequence e(k).
More precisely, for all k ≥ nc, consider the system

ye(k) = −

n
∑

i=1

αiye(k − i) +

n
∑

i=d

βiue(k − i), (42)

where, for all k ≥ nc, ue(k) is given by

ue(k) =

nc
∑

i=1

L∗,iye(k − i) +

nc
∑

i=1

M∗,iue(k − i)

+

nc
∑

i=0

N∗,ir(k − i) + e(k), (43)

where the initial condition at k = nc for (42),

(43) is φe,0 = [ye(nc − 1) · · · ye(0) ue(nc −
1) · · · ue(0) r(nc) · · · r(0)]T ∈ R3nc+1. Further-

more, let (42), (43) have the same initial condition as the

ideal closed-loop system (25), (26), that is, let φe,0 = φ∗,0.

For all k ≥ nc, (42) implies

α(q)ye(k) = β(q)ue(k), (44)

and (43) implies

Mf(q)βs(q)ue(k) = L∗(q)ye(k) +N∗(q)r(k) + q
nce(k).

(45)

Next, closing the feedback loop between (44) and (45) yields,

for all k ≥ nc, [Mf(q)α(q) − βdβu(q)L∗(q)] ye(k) =
βdβu(q)N∗(q)r(k) + βdβu(q)q

nce(k). Since (43) is con-

structed with the ideal controller parameters, it follows from

earlier in this proof that Mf(q)α(q) − βdβu(q)L∗(q) =
αm(q)q

n1 and βdβu(q)N∗(q) = βm(q)q
n1 , which implies

that, for all k ≥ nc, αm(q)q
n1ye(k) = βm(q)q

n1r(k) +
βdβu(q)q

nce(k). Therefore, for all k ≥ nc + n1,

αm(q)ye(k) = βm(q)r(k) + βdβu(q)q
nm−nu−de(k). (46)

Next, for all k ≥ nc, consider the (3nc + 1)th-order non-

minimal state-space realization (19)-(24) with the feedback

(43), which has the closed-loop representation

φe(k + 1) = A∗φe(k) +Be(k) +Dr(k + 1),

ye(k) = Cφe(k),

where the φe(k) has the same form as φ(k) with ye(k) and

ue(k) replacing y(k) and u(k), respectively. For all k ≥ nc,

this system has the solution

ye(k) = CA
k−nc

∗ φe(nc) +

k−nc
∑

i=1

CA
i−1
∗ Be(k − i)

+

k−nc
∑

i=1

CA
i−1
∗ Dr(k − i+ 1).

Multiplying both sides by αm(q) yields, for all k ≥ nc,

αm(q)ye(k) = αm(q)
[

CA
k−nc

∗ φe(nc)
]

+ αm(q)

[

k−nc
∑

i=1

CA
i−1
∗ Dr(k − i+ 1)

]

+ αm(q)

[

k−nc
∑

i=1

CA
i−1
∗ Be(k − i)

]

. (47)

Since φe(nc) = φe,0 = φ∗,0 = φ∗(nc), it follows from (41)

and (47) that, for all k ≥ nc + n1,

αm(q)ye(k) = αm(q)

[

k−nc
∑

i=1

CA
i−1
∗ Be(k − i)

]

+ βm(q)r(k). (48)

Finally, comparing (46) and (48) yields, for all k ≥ nc+n1,

βdβu(q)q
nm−nu−de(k) = αm(q)

[

k−nc
∑

i=1

CA
i−1
∗ Be(k − i)

]

,

and multiplying both sides by q
−nm , yields, for all k ≥ k0,

βdβ̄u(q
−1)e(k) = ᾱm(q

−1)

[

k−nc
∑

i=1

CA
i−1
∗ Be(k − i)

]

,

thus verifying (iv).
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