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Abstract— This paper deals with the distributed discrete-
time coordinated tracking problem for multi-agent systems with
Markovian switching topologies. In the multi-agent team only
some of the agents can obtain the leader’s state directly. The
leader’s state considered is time varying. We present necessary
and sufficient conditions for boundedness of the tracking error
system. It is proved that the ultimate bound of the tracking
errors is proportional to the sampling period. A linear matrix
inequality approach is developed to determine the allowable
sampling period and the feasible control gain.

I. INTRODUCTION

During the past decade, distributed coordination of multi-

agent systems has received increasing attention. This is

largely due to the wide applications of multi-agent systems in

engineering, such as networked autonomous vehicles, auto-

mated highway systems, formation control and distributed

sensor networks. As an important example of distributed

control, there has been significant progress in the study of the

consensus problem. Many methods have been developed to

solve the consensus problem including algebra graph theory

[1]–[4], linear system theory [5], [6], and convex optimiza-

tion method [7]. Switching topologies were considered in

[1]–[4] in a deterministic framework.

In practice, a stochastic switching model can be used to

describe many dynamical systems subject to abrupt changes,

such as manufacturing systems, communication systems,

fault-tolerant systems and multi-agent systems. In multi-

agent systems, the stochastic switching model can be used

to describe the interaction topology among the agents. When

the topology is stochastically switching, the distributed co-

ordination problem will become very difficult. Very recently,

some results on multi-agent systems with Markovian switch-

ing topologies have been given in [8]–[11]. In [8], the authors

considered static stabilization of a decentralized discrete-

time single-integrator network with Markovian switching

topologies. In [9] the mean square consensability problem

was studied for a network of double-integrator agents with

Markovian switching topologies. In [10] and [11], the con-

sensus problem was studied for a network of single-integrator

agents with Markovian switching topologies in the case

of, respectively, undirected information flows and directed

H. Zhao, S. Xu and D. Yuan are with the School of Au-
tomation, Nanjing University of Science and Technology, Nanjing
210094, Jiangsu, P.R. China. zhao223463@yahoo.com.cn,
syxu02@yahoo.com.cn, demingyuan@yahoo.com

W. Ren is with the Department of Electrical and Computer Engineering,
Utah State University, Logan, UT 84322, USA. wei.ren@usu.edu

This work was supported by National Science Foundation under grant
CNS–0834691.

information flows. It should be pointed out that there is no

leader in the problems studied in [8]–[11].

When there is a leader or a reference state in the multi-

agent team, the consensus problem becomes a coordinated

tracking problem or a leader-following consensus problem.

The coordinated tracking problem becomes more challenging

when the leader is dynamic and only some agents have

access to the leader. In [12], the consensus problems with

both a time-varying reference state and a constant reference

state were studied, where only a part of the vehicles has

access to the reference state. In [13], a variable structure

approach was employed to study a distributed coordinated

tracking problem, where only partial measurements of the

states of the leader and the followers are available. In

[14], the leader-following problem for a multi-agent system

with measurement noises and a directed interaction topology

was studied, where a neighbor-based control scheme with

distributed estimators was developed. The leader-following

consensus problem for higher-order multi-agent systems with

both fixed and switching topologies was considered in [15].

In [16], a coordinated tracking problem was considered for

a multi-agent system with variable undirected topologies.

In [17], a PD-like discrete-time algorithm was proposed to

address the coordinated tracking problem under a fixed topol-

ogy. However, to the best of the authors’ knowledge, few

results on coordinated tracking with Markovian switching

topologies are available in the existing literature. In this

paper, we will extend the coordinated tracking results in [17]

to the case of Markovian switching topologies.

The main purpose of this paper is to present a necessary

and sufficient condition for the boundedness of the tracking

error system. It is assumed that the leader’s state is time

varying and only some agents can obtain the leader’s state.

The results presented are mainly based on algebra graph

theory and Markovian jump linear system theory. A linear

matrix inequality (LMI) approach will be used to derive the

allowable sampling period and the feasible control gain.

Notation: Let R and N denote, respectively, the real

number set and the nonnegative integer set. Suppose that

A, B ∈ R
p×p. Let A � B (respectively, A ≻ B) denote

that A−B is symmetric positive semi-definite (respectively,

symmetric positive definite). Let ρ(M) denote the spectral

radius of the matrix M . Let diag(A1, · · · , An) denote a

diagonal matrix with diagonal block Ai, i = 1, . . . , n.

Given X(k) ∈ R
p, define ‖X(k)‖E , ‖E[X(k)XT (k)]‖2,

where E[·] is the mathematical expectation. Let |A| denote

the determinant of matrix A. Let ⊗ represent the Kronecker

product of matrices. Let 1n denote the n× 1 column vector.
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Let In and 0m×n denote, respectively, the n × n identity

matrix and m × n zero matrix.

II. BACKGROUND AND PRELIMINARIES

A. Graph Theory Notions

Suppose that there exist n followers, labeled as agents 1 to

n, and one leader, labeled as agent n+1. Let Ḡ , (V̄ , Ē) be

a directed graph of order n+1 used to model the interaction

topology among the n followers and the leader, where V̄ and

Ē represent, respectively, the node set and the edge set. An

edge (i, j) ∈ Ē if agent j can obtain information from agent

i. Here, agent i is a neighbor of agent j. A directed path is a

sequence of edges in a directed graph in the form of (i1, i2),
(i2, i3), . . ., where ik ∈ V̄ . The union of simple graphs G1

and G2 is the graph G1

⋃G2 with vertex set V(G1)
⋃V(G2)

and edge set E(G1)
⋃ E(G2). Let Ā = [aij ] ∈ R

(n+1)×(n+1)

be the adjacency matrix associated with Ḡ. Here aij > 0 if

agent i can obtain information from agent j and aij = 0
otherwise. We assume that there is no self loop in the graph,

which implies that aii = 0. We also assume that the leader

does not receive information from the followers, which

implies that a(n+1)j = 0, j = 1, . . . , n. Let G , (V , E)
be a directed graph of order n used to model the interaction

topology among the n followers. Note that G is a subgraph

of Ḡ. Also let A ∈ R
n×n be the adjacency matrix associated

with G.

In this paper we assume that the interaction topologies are

Markovian switching. Let m be a given positive integer. Let

θ(k) be a homogeneous, finite-state, discrete-time Markov

chain which takes values in the set S , {1, . . . , m}, with a

probability transition matrix Π = [πij ] ∈ R
m×m. In addition,

we suppose that the Markov chain is ergodic throughout this

paper. Consider a set of directed graphs Ĝ , {Ḡ1, . . . , Ḡm},

where Ḡi is a directed graph of order n + 1 defined as

above. By a discrete-time Markovian stochastic graph we

understand a map G from S to Ĝ, such that G[θ(k)] = Ḡθ[k]

for all k ∈ N. Accordingly, Gθ[k] is a directed graph of order

n that is a subgraph of Ḡθ[k].

B. Distributed Discrete-time Coordinated Tracking Algo-

rithm

Suppose the dynamics of the ith follower is given by

ξ̇i(t) = ui(t), i = 1, . . . , n, (1)

where ξi(t) ∈ R is the state and ui(t) ∈ R is the control

input. With zero-order hold ui(t) = ui(kT ), kT ≤ t <

(k + 1)T , where k is the discrete-time index, and T is the

sampling period, the discretized dynamics of (1) is

ξi[k + 1] = ξi[k] + Tui[k], (2)

where ξi[k] and ui[k] represent, respectively, the state and

the control input of the ith follower at t = kT .

Let the time-varying leader’s state, also called the refer-

ence state, be ξn+1[k] ≡ ξr[k]. Motivated by the continuous-

time counterpart, we consider the discrete-time algorithm

similar to that proposed in [17] as

ui[k] =
1

∑n+1
j=1 a

θ[k]
ij

n∑

j=1

a
θ[k]
ij

[
ξj [k] − ξj [k − 1]

T

−γ(ξi[k] − ξj [k])] +
η − 1

T
ξi[k]

+
a

θ[k]
i(n+1)

∑n+1
j=1 a

θ[k]
ij

[
ξr[k] − ξr[k − 1]

T

−γ(ξi[k] − ξr[k])] , (3)

where a
θ[k]
ij , i = 1, . . . , n, j = 1, . . . , n+1, is the (i, j)th

entry of the adjacency matrix Āθ[k] associated with Ḡθ[k], and

γ and η are positive constants. To ensure that the algorithm

(3) is well defined, we assume that
∑n+1

j=1 a
θ[k]
ij 6= 0, i =

1, . . . , n. That is, each follower has at least one neighbor.

Using (3), (2) can be written as

ξi[k + 1] = ηξi[k] +
T

∑n+1
j=1 a

θ[k]
ij

n∑

j=1

a
θ[k]
ij ×

[
ξj [k] − ξj [k − 1]

T
− γ(ξi[k] − ξj [k])

]

+
Ta

θ[k]
i(n+1)

∑n+1
j=1 a

θ[k]
ij

[
ξr[k] − ξr[k − 1]

T

−γ(ξi[k] − ξr[k])] . (4)

Define the tracking error for follower i as zi[k] , ξi[k] −
ξr[k]. Denote Z[k] , [z1[k], · · · , zn[k]]T and ζ[k + 1] =
[ZT [k + 1], ηZT [k]]T , respectively. It follows that

ζ[k + 1] = Cθ[k]ζ[k] + WXr[k], (5)

where

Cθ[k] ,

[
Υθ[k] −Dθ[k]Aθ[k]

ηIn 0n×n

]
,

Υθ[k] , (η − Tγ)In + (1 + Tγ)Dθ[k]Aθ[k],

Dθ[k] , diag

(
1

∑n+1
j=1 a

θ[k]
1j

, · · · , 1
∑n+1

j=1 a
θ[k]
nj

)
,

W ,

[
In

0n×n

]
,

Xr[k] , 1n(ξr [k] + ηξr [k] − ξr[k + 1] − ξr [k − 1]),

and Aθ[k] is the adjacency matrix associated with Gθ[k].

According to [19], we know that {ζ[k], k ∈ N} is not a

Markov process, but the joint process {ζ[k], θ(k)} is. The

initial state of the joint process is denoted by {ζ0, θ0}.

Remark 1: In contrast to [17], where the interaction topol-

ogy is fixed, the interaction topology considered in this paper

is Markovian switching. In this case, the coordinated tracking

problem becomes more complicated.

III. CONVERGENCE ANALYSIS

In this section, we analyze (5). When the interaction

topologies are Markovian switching, the problem becomes

very difficult to deal with. We consider a special case,
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where the interaction topology switches to each graph in

Ĝ with an equal probability. In this case the transition

probability matrix is Π = 1
m

1m1T
m. In addition, we assume

that 0 < η < 1. Denote by Ḡu (respectively, Gu) the union

of Ḡ1, . . . , Ḡm (respectively, G1, . . . , Gm). Let Āu =
[au

ij ] ∈ R
(n+1)×(n+1) (respectively, Au = [au

ij ] ∈ R
n×n)

be the adjacency matrix associated with Ḡu (respectively,

Gu). Define Du , diag( 1∑n+1

j=1
au
1j

, · · · , 1∑n+1

j=1
au

nj

). Before

presenting our main result, we need the following lemmas.

Lemma 1: ([17], Lemma 3.1) Suppose that the leader has

directed paths to all followers 1 to n in Ḡu. Then DuAu has

all eigenvalues within the unit circle.

Lemma 2: Suppose that the leader has directed paths to

all followers 1 to n in Ḡu. Then 1
m

∑m

i=1 DiAi has all

eigenvalues within the unit circle.

Proof. Denote 1
m

∑m

i=1 DiAi = [d̄jl] and DuAu = [djl].
By comparing 1

m

∑m
i=1 DiAi with DuAu, it is easy to see

that 1) if djl = 1, then 0 < d̄jl ≤ 1; 2) if djl < 1, then

d̄jl < 1; 3) if djl = 0, then d̄jl = 0; 4) if
∑n

l=1 djl < 1,

then
∑n

l=1 d̄jl < 1. Hence, by the same method as the proof

of Lemma 3.1 in [17], it follows that 1
m

∑m

i=1 DiAi has all

eigenvalues within the unit circle. �

Lemma 3: ([19], Proposition 3.6) Let S , (ΠT ⊗
I4n2)diag(C1 ⊗ C1, · · · , Cm ⊗ Cm) and S̄ , (ΠT ⊗
I2n)diag(C1, · · · , Cm), where Ci is defined in (5). If

ρ(S) < 1, then ρ(S̄) < 1.

Lemma 4: Assume that max
(

supk |ξr [k]−ξr [k−1]|
T

,

supk |ξr [k]−ηξr [k−1]|
T

)
≤ ξ̄. Then ζ(k) is mean-square

bounded, that is, ‖ζ(k)‖E < ∞ for all initial ζ0 and θ0

if and only if ρ(S) < 1, where S is defined in Lemma 3.

Proof. Because max(supk |ξr[k]− ξr[k − 1]|, supk |ξr[k]−
ηξr[k − 1]|) ≤ T ξ̄, it follows from (5) that ‖Xr[k]‖ is

bounded. This lemma then directly follows from Theorem

3.34 in [19] and is hence omitted here.

Lemma 5: Let S be defined in Lemma 3. Suppose that

0 < η < 1. For small enough Tγ, ρ(S) < 1 if and only if

the leader has directed paths to all followers 1 to n in Ḡu.

Proof. (Sufficiency) If the leader has directed paths

to all followers in Ḡu, it follows from Lemma 2 that
1
m

∑m

i=1 DiAi has all eigenvalues within the unit circle. We

will use perturbation arguments to show that ρ(S) < 1. Note

that Ci in (5) can be written as

Ci = M i
1 + TγM i

2, (6)

where

M i
1 ,

[
ηIn + DiAi −DiAi

ηIn 0n×n

]
,

M i
2 ,

[
DiAi − In 0n×n

0n×n 0n×n

]
.

Hence S can be written as

S = (ΠT ⊗ I4n2)diag(C1 ⊗ C1, · · · , Cm ⊗ Cm)

= (ΠT ⊗ I4n2)diag[(M1
1 + TγM1

2 ) ⊗ (M1
1 + TγM1

2 ),

· · · , (Mm
1 + TγMm

2 ) ⊗ (Mm
1 + TγMm

2 )]

= Q1 + TγQ2 + TγQ3 + (Tγ)2Q4, (7)

where

Q1 , (ΠT ⊗ I4n2)diag(M1
1 ⊗ M1

1 , · · · , Mm
1 ⊗ Mm

1 ),

Q2 , (ΠT ⊗ I4n2)diag(M1
1 ⊗ M1

2 , · · · , Mm
1 ⊗ Mm

2 ),

Q3 , (ΠT ⊗ I4n2)diag(M1
2 ⊗ M1

1 , · · · , Mm
2 ⊗ Mm

1 ),

Q4 , (ΠT ⊗ I4n2)diag(M1
2 ⊗ M1

2 , · · · , Mm
2 ⊗ Mm

2 ).

Note that in (7) the last three terms can be treated as small

perturbations to the first term when Tγ is small enough.

Now, we estimate the eigenvalues of Q1 by elementary

transformation. Because Π = 1
m

1m1T
m, by simple calcula-

tion, we get that

Q1 =
1

m




M1
1 ⊗ M1

1 M2
1 ⊗ M2

1 · · · Mm
1 ⊗ Mm

1
...

...
...

...

M1
1 ⊗ M1

1 M2
1 ⊗ M2

1 · · · Mm
1 ⊗ Mm

1


 .

(8)

Denote the elementary transformation block matrices P1 ∈
R

4mn2×4mn2

and P2 ∈ R
4n2×4n2

as, respectively,

P1 ,




I4n2 02n×2n · · · I4n2

02n×2n I4n2 · · · I4n2

...
...

...
...

02n×2n 02n×2n · · · I4n2


 ,

P2 ,

[
I2n2 02n2×2n2

I2n2 I2n2

]
.

It follows that

|λI4mn2 − Q1|
= |P−1

1 (λI4mn2 − Q1)P1|

= λ4(m−1)n2 |λI4n2 − 1

m

m∑

i=1

(M i
1 ⊗ M i

1)|

= λ4(m−1)n2 ×∣∣∣∣
Ω1

1
m

∑m
i=1(D

iAi ⊗ M i
1)

− 1
m

ηIn ⊗∑m
i=1 M i

1 λI2n2

∣∣∣∣

= λ4(m−1)n2

∣∣∣∣P
−1
2

[
Ω1

− 1
m

ηIn ⊗∑m

i=1 M i
1

1
m

∑m

i=1(D
iAi ⊗ M i

1)
λI2n2

]
P2

∣∣∣∣

= λ4(m−1)n2

∣∣∣∣
λI2n2 − 1

m
ηIn ⊗∑m

i=1 M i
1

02n2×2n2

1
m

∑m

i=1(D
iAi ⊗ M i

1)
λI2n2 − 1

m

∑m

i=1(D
iAi ⊗ M i

1)

∣∣∣∣

= λ4(m−1)n2 |λI2n2 − 1

m
ηIn ⊗

m∑

i=1

M i
1| ×

|λI2n2 − 1

m

m∑

i=1

(DiAi ⊗ M i
1)|

= λ4(m−1)n2 |λI2n − 1

m
η

m∑

i=1

M i
1|n ×

|λI2n2 − 1

m

m∑

i=1

(DiAi ⊗ M i
1)|, (9)
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where

Ω1 = λI2n2 − 1

m
ηIn ⊗

m∑

i=1

M i
1 −

1

m

m∑

i=1

(DiAi ⊗ M i
1).

To study the roots of |λI2n − 1
m

η
∑m

i=1 M i
1|, note that

|λI2n − 1

m
η

m∑

i=1

M i
1|

=

∣∣∣∣
(λ − η)In − 1

m
η
∑m

i=1 DiAi 1
m

η
∑m

i=1 DiAi

−ηIn λIn

∣∣∣∣

= (λ − η)n|λIn − 1

m
η

m∑

i=1

DiAi|. (10)

Because 0 < η < 1 and ρ( 1
m

∑m

i=1 DiAi) < 1, all roots of

(10) are within the unit circle.

Next we show that the roots of |λI2n2 − 1
m

∑m

i=1(D
iAi⊗

M i
1)| are within the unit circle (i.e., ρ[ 1

m

∑m
i=1(D

iAi ⊗
M i

1)] < 1) by showing that lims→∞[ 1
m

∑m

i=1(D
iAi ⊗

M i
1)]

s = 02n2×2n2 . Denote DiAi = [di
jl] and

1
m

∑m
i=1 DiAi = [d̄jl]. We have that

1

m

m∑

i=1

(DiAi ⊗ M i
1) =




02n×2n

...
1
m

∑m
i=1(d

i
n1M

i
1)

1
m

∑m
i=1(d

i
12M

i
1) · · · 1

m

∑m
i=1(d

i
1nM i

1)
...

...
...

1
m

∑m

i=1(d
i
n2M

i
1) · · · 02n×2n


 .(11)

It is easy to see that 1
m

∑m

i=1 di
jl = d̄jl ≥ 0, j, l =

1, . . . , n. We first let s = 2. By computation we find

that the (j, l)th block entry of [ 1
m

∑m

i=1(D
iAi ⊗ M i

1)]
2

is
∑n

k=1[
1
m

∑m
i=1(d

i
jkM i

1)][
1
m

∑m
i=1(d

i
klM

i
1)]. The sum of

the coefficients of M i
1M

j
1 , i, j = 1, . . . , m, equal to∑n

k=1(
1
m

∑m
i=1 di

jk)( 1
m

∑m
i=1 di

kl). We can find a matrix

M̂ =

[
In + D̂Â −D̂Â

In 0n×n

]
such that the maximum ab-

solute value of all entries of (M̂)2 is greater than or equal

to that of M i
1M

j
1 , i, j = 1, . . . , m. Here D̂Â is defined

analogously as DiAi and the corresponding graph has the

same vertex set as that of DiAi. On the other hand, we

know that the coefficient of the (j, l)th block entry (M̂)2 of

[ 1
m

∑m
i=1(D

iAi ⊗ M̂)]2 = [( 1
m

∑m
i=1 DiAi) ⊗ M̂ ]2 is also∑n

k=1(
1
m

∑m

i=1 di
jk)( 1

m

∑m

i=1 di
kl). We thus have that the

maximum absolute value of all entries of [ 1
m

∑m

i=1(D
iAi ⊗

M i
1)]

2 is less than or equal to that of [ 1
m

∑m

i=1(D
iAi ⊗

M̂)]2. Using the same method, we can find an M̂ such

that the same conclusion holds for s > 2. By simple

calculation we get that ρ(M̂) ≤ 1. In addition, note from

Lemma 2 that ρ( 1
m

∑m

i=1 DiAi) < 1. It follows from the

property of the Kronecker product that ρ[( 1
m

∑m

i=1 DiAi)⊗
M̂ ] < 1. Hence, lims→∞[ 1

m
(
∑m

i=1 DiAi ⊗ M̂)]s =

lims→∞[( 1
m

∑m
i=1 DiAi)⊗M̂ ]s = 02n2×2n2 . Therefore, we

conclude that lims→∞[ 1
m

∑m

i=1(D
iAi ⊗M i

1)]
s = 02n2×2n2 ,

which implies ρ[ 1
m

∑m

i=1(D
iAi ⊗ M i

1)] < 1.

From the above discussion, we know that all eigenvalues

of Q1 are within the unit circle. For small enough Tγ, the

last three perturbation terms in (7) can be neglected. Hence

it follows that ρ(S) < 1.

(Necessity) For necessity, we need to prove ρ(S) ≥ 1
for any T > 0 and γ > 0 if the leader has no directed

paths to all followers. From Lemma 3, we only need to

prove that ρ(S̄) ≥ 1 for any T > 0 and γ > 0, where

S̄ is defined in Lemma 3. If the leader has no directed

paths to some followers in Ḡu, then these followers receive

information from neither the leader nor the other followers

in each Ḡi, i = 1, . . . , m. We assume that there are l such

followers. Each of these l followers must have at least one

neighbor due to the assumption mentioned after (3). Without

loss of generality, we assume that followers 1 to l are such

l followers. In this case, 1
m

∑m
i=1 DiAi has the following

form: [
A11 0l×(n−l)

A21 A22

]
. (12)

Therefore, the eigenvalues of 1
m

∑m
i=1 DiAi are those of

A11 together with those of A22. According to the definition

of 1
m

∑m

i=1 DiAi, we know that A11 is a row stochastic

matrix. Hence 1 is an eigenvalue of A11 with an associ-

ated right eigenvector 1l. Let µi be the ith eigenvalue of
1
m

∑m

i=1 DiAi. Without loss of generality, let µ1 = 1.

Next we consider the eigenvalues of S̄. Denote the ele-

mentary block matrix P̄ ∈ R
2mn×2mn as

P̄ ,




I2n 02n×2n · · · I2n

02n×2n I2n · · · I2n

...
...

...
...

02n×2n 02n×2n · · · I2n


 .

Then, it can be deduced that

|λI2mn − S̄|
= |λI2mn − P̄−1S̄P̄|

= λ2(m−1)n|λI2n − 1

m

m∑

i=1

Ci|

= λ2(m−1)n

∣∣∣∣
Ω 1

m

∑m
i=1 DiAi

−ηIn λIn

∣∣∣∣

= λ2(m−1)n
n∏

i=1

{λ2 + [Tγ − η − (1 + Tγ)µi]λ + ηµi},

where

Ω , λIn − (η − Tγ)In − 1 + Tγ

m

m∑

i=1

DiAi.

By some simple computation we have that λ1,2 = 1, η,

when µ1 = 1. It then follows from the above computation

that ρ(S̄) ≥ 1 for any T > 0 and γ > 0. �

Remark 2: Lemma 5 provides a necessary and sufficient

condition for ρ(S) < 1 under the assumption that 0 < η < 1.

It is worth pointing out that 0 < η < 1 is not necessary in

the proof of necessity.
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Based on the above discussion, we now summarize the

main result in the following theorem.

Theorem 1: Suppose that the reference state ξr[k] satisfies

that max
(

supk |ξr[k]−ξr [k−1]|
T

,
supk |ξr [k]−ηξr [k−1]|

T

)
≤ ξ̄

and 0 < η < 1. Then for small enough Tγ, the tracking er-

rors for the n followers are ultimately mean-square bounded

if and only if the leader has directed paths to all followers

1 to n in Ḡu. In particularly, there exist 0 < α < 1 and

β ≥ 1 such that the ultimate bound for ‖ζ[k]‖E is given by

2nT ξ̄ β
1−α

.

Proof. It follows from (5) that

ζ[k] = Cθ[k−1] · · ·Cθ[0]ζ0 + WXr[k − 1]

+
k−2∑

l=0

Cθ[k−1] · · ·Cθ[l+1]WXr[l]. (13)

Then we have that

‖ζ[k]‖E ≤ ‖Cθ[k−1] · · ·Cθ[0]ζ0‖E + ‖WXr[k − 1]‖E

+

k−2∑

l=0

‖Cθ[k−1] · · ·Cθ[l+1]WXr[l]‖E. (14)

Note that WXr(l) is deterministic and |ξr(k) + ηξr(k) −
ξr(k + 1) − ξr(k − 1)| ≤ 2T ξ̄. We thus obtain that

‖WXr(k − 1)‖E ≤ 2
√

nT ξ̄. (15)

Based on Lemmas 4 and 5, and according to Theorem 3.9

in [19], we know that there exist 0 < α1 < 1 and β1 ≥ 1
such that

‖Cθ[k−1] · · ·Cθ[0]ζ0‖E ≤
√

2nαk
1β1‖ζ0‖2, (16)

‖Cθ[k−1] · · ·Cθ[l+1]WXr[l]‖E

≤ 2nT ξ̄

√
2αk−l−1

1 β1. (17)

Denote α ,
√

α1 and β ,
√

2β1. Note that 2
√

nT ξ̄ ≤
2nT ξ̄β. It thus follows from (14)–(17) that

‖ζ[k]‖E ≤
√

nαkβ‖ζ0‖2 + 2nT ξ̄
β(1 − αk)

1 − α
.

Therefore, the ultimate mean-square bound is given by

2nT ξ̄ β
1−α

. �

Remark 3: Theorem 1 provides a necessary and sufficient

condition for the boundedness of the tracking error system

(5). In the theorem we require Tγ to be small enough. Next

we provide a method to compute allowable Tγ. It follows

from Theorem 3.9 in [19] that ρ(S) < 1 is equivalent to that

there exist symmetric positive-definite matrices Pi ∈ R
2n×2n

such that

Pi − (Ci)T



 1

m

m∑

j=1

Pj



Ci ≻ 02n×2n, i = 1, . . . , m.

(18)

Then by applying Schur complement lemma, it follows that

(18) is equivalent to
[

Pi (Ci)T

Ci ( 1
m

∑m

j=1 Pj)
−1

]
≻ 04n×4n, i = 1, . . . , m.

(19)

Note that (19) is not a linear matrix inequality (LMI) because

of the term ( 1
m

∑m
j=1 Pj)

−1. Denote Qi = ( 1
m

∑m
j=1 Pj)

−1.

Then we can convert the non-convex problem (19) to a

minimization problem with LMI constraints, namely,

min tr




m∑

i=1



 1

m

m∑

j=1

Pj



Qi





subject to [
Pi (Ci)T

Ci Qi

]
≻ 04n×4n,

[
1
m

∑m
j=1 Pj In

In Qi

]
� 04n×4n,

Pi ≻ 02n×2n, Qi ≻ 02n×2n.

If the solution to the above minimization problem is 2mn,

then we can get the allowable Tγ. The proposed minimiza-

tion problem can be solved by the cone complementary

linearization (CCL) method in [20], which can also be found

in the literature such as [9], [21].

Remark 4: Note that 0 < η < 1 is not necessary in the

proof of necessity. Therefore, it is possible that η takes a

value greater than or equal to 1. When we apply the method

in Remark 3, we can let 0 < η < 1 or η ≥ 1. If there is a

solution to the minimization problem in Remark 3, the given

η is allowable.

IV. CONCLUSIONS AND FUTURE WORKS

In this paper, we have studied the distributed discrete-time

coordinated tracking problem for multi-agent systems with

Markovian switching topologies. The time-varying reference

state has been considered. Based on algebraic graph theory

and Markovian jump linear system theory, the necessary

and sufficient conditions for the boundedness of the tracking

errors were obtained. An LMI approach has been used to find

proper sampling periods and control gains. We suppose that

the topology switching probabilities are equal. The general

case where the switching probabilities are not necessarily

equal will be addressed in our future work.

REFERENCES

[1] R. Olfati-Saber, and R. M. Murray, Consensus proplems in networks
of agents with switching topology and time-delays, IEEE Transactions
on Automatic Control, 49 (9), 1520–1533, 2004.

[2] A. Jadbabaie, J. Lin, and A. S. Morse, Coordination of groups
of mobile autonomous agents using nearest neighbor rules, IEEE
Transactions on Automatic Control, 48 (6), 988–1001, 2003.

[3] W. Ren, R. W. Beard, Distributed consensus in multi-vehicle cooper-
ative control, Springer, Berlin, 2008.

[4] F. Xiao, and L. Wang, Asynchronous consensus in continuous-time
multi-agent systems with switching topology and time-varying delays,
IEEE Transactions on Automatic Control, 53 (8), 1804–1816, 2008.

[5] Z. Qu, J. Wang, and J. Chunyu, Lyapunov design of cooperative
control and its application to the consensus problem, 16th IEEE
International Conference on Control Applications, Part of IEEE Multi-
conference on Systems and Control, Singapore, 100–107, 2007.

[6] P. Lin, Y. M. Jia, L. Li, Distributed robust H∞ consensus control
in directed networks of agents with time-delay, Systems and Control
Letters, 57 (8), 643–653, 2008.

[7] L. Xiao, S. Boyd, Fast linear iterations for distributed averaging,
Systems and Control Letters, 53 (1), 65–78, 2004.

1628



[8] S. Roy, Ali Saberi, Static decentralized control of a single-integrator
network with Markovian sensing topology, Automatica, 41 (11), 1867–
1877, 2005.

[9] Y. Zhang, Y-P. Tian, Consentability and protocol design of multi-agent
systems with stochastic switching topology, Automatica, 45 (5), 1195–
1201, 2009.

[10] I. Matei, N. Martins, J. S. Baras, Almost sure convergence to con-
sensus in Markovian random graphs, In Proceedings of the IEEE
Conference on Decision and Control, Cancun, Mexico, 3535–3540,
2008.

[11] I. Matei, N. Martins, J. S. Baras, Consensus problems with directed
Markovian communication patterns, In Proceeding of American con-
trol conference, St. Louis, 1298–1303, 2009.

[12] W. Ren, Multi-vehicle consensus with a time-varying reference state,
Systems and Control Letters, 56 (7–8), 474–483, 2007.

[13] Y. Cao, W. Ren, Distributed coordinated tracking with reduced interac-
tion via a variable structure approach, IEEE Transactions on Automatic
Control, to appear.

[14] J. Hu, G. Feng, Distributed tracking control of leader-follower multi-
agent systems under noisy measurement, Automatica, 46 (8), 1382–
1387, 2010.

[15] W. Ni, D. Cheng, Leader-following consensus of multi-agent systems
under fixed and switching topologies, Systems and Control Letters, 59
(3-4), 209–217, 2010.

[16] Y. Hong, J. Hu, and L. Gao, Tracking control for multi-agent consensus
with an active leader and variable topology, Automatica, 42 (7), 1177–
1182, 2006.

[17] Y. Cao, W. Ren, and Y. Li, Distributed discrete-time coordinated track-
ing with a time-varying reference state and limited communication,
Automatica, 45 (5), 1299–1305, 2009.

[18] S. Xu, J. Lam, X. Mao, Delay-dependent H∞ control and filtering
for uncertain Markovian jump systems with time-varying delays, IEEE
Transactions on Circuits and Systems–I, 54 (9), 2070–2077, 2007.

[19] O. L. V. Costa, M. D. Fragoso and R. P. Marques, Discrete-Time
Markov Jump Linear Systems, Springer-Verlag, London, 2005.

[20] L. E. Ghaoui, F. Oustry, and M. AitRami, A cone complementarity
linearization algorithm for static output-feedback and related problems,
IEEE Transactions on Automatic Control, 42 (8), 1171–1176, 1997.

[21] M. Sun, J. Lam, S. Xu, Y. Zou, Robust exponential stabilization for
Markovian jump systems with mode-dependent input delay, Automat-
ica, 43 (10), 1799–1807, 2007.

1629


