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Abstract— This paper studies the distributed coordinated
tracking problem for a group of autonomous vehicles modeled
by double-integrator dynamics with multiple dynamic leaders.
The objective is to drive the followers into the convex hull
spanned by the dynamic leaders under the constraints that
the velocities and the accelerations of both the leaders and
the followers are not available, the leaders are neighbors of
only a subset of the followers, and the followers have only
local interaction. When the absolute position measurements of
the vehicles are available, we propose a distributed finite-time
coordinated tracking algorithm. Theoretical analysis shows that

the followers will move into the convex hull spanned by the
dynamic leaders in finite time if the network topology among
the followers is undirected, for each follower there exists at
least one leader that has a directed path to the follower, and
the parameters in the algorithm are properly chosen. When the
absolute position measurements are not available, we propose a
distributed adaptive coordinated tracking algorithm using only
the relative position measurements. Theoretical analysis shows
that the followers will ultimately move into the convex hull
spanned by the dynamic leaders under similar conditions to the
case where the absolute position measurements are available.

I. INTRODUCTION

The distributed multi-vehicle cooperative control has re-

ceived increasing attention from researchers in different

areas. This is due to its broad applications and its advantages

such as low cost, high adaptivity, and easy maintenance,

compared with its centralized counterpart. The study of

distributed multi-vehicle cooperative control focuses on how

to achieve collective objectives through local interaction. The

leaderless consensus problem is a fundamental problem in

distributed multi-vehicle cooperative control. The objective is

to reach an agreement on certain quantities of interest among

the vehicles through local interaction. Recently, significant

progress has been made in the leaderless consensus problem

[1]–[6].

A more challenging problem in distributed multi-vehicle

cooperative control is the coordinated tracking problem,

where there exists a single or multiple dynamic leaders. In

the single-leader case, the objective is to drive the states

of the followers to approach the state of the dynamic

leader. This problem and its variants were investigated in

[7]–[10]. A PD-like algorithm was proposed in [8] in a

continuous-time setting and in [9] in a discrete-time setting
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for autonomous vehicles with single-integrator dynamics. In

particular, [8] requires measurements of the leader’s velocity,

while [9] requires a small sampling period. The case where

the autonomous vehicles are modeled by double-integrator

dynamics was investigated in [7], [10] under a variable

undirected network topology while in [11] under a strongly

connected and balanced network topology in the presence

of time delays. In particular, [7], [10], [11] require that

the leader’s acceleration be available to all the followers.

Some variable structure-based algorithms have recently been

reported in [12] for both single-integrator dynamics and

double-integrator dynamics, which require less interaction

than their counterparts in [7], [9]–[11]. However, all ref-

erences mentioned above for double-integrator dynamics

require that the velocity measurements be available.

In the multi-leader case, the objective is to drive the states

of the followers into the convex hull spanned by those of the

dynamic leaders, also called the containment control. Due to

its widely application in practice, for example, a collection of

autonomous vehicles secure and remove hazardous materials

[14], the containment control problem has been investigated

extensively. In [14], a stop-and-go strategy was proposed

for vehicles modeled by single-integrator kinematics under

a fixed undirected network topology. An extension to a

switching directed network topology was given in [15] for

single-integrator dynamics while in [16] for double-integrator

dynamics. However, for autonomous vehicles with double-

integrator dynamics, the algorithms proposed in [16] require

the velocity measurements to be available.

In reality, it is more difficult to obtain velocity and accel-

eration measurements than position measurements. We are

hence motivated to design distributed coordinated tracking

algorithms for autonomous vehicles with double-integrator

dynamics in the presence of multiple dynamic leaders using

only position measurements. The case where there exists

a single dynamic leader can be treated as a special case

of multiple dynamic leaders. When the absolute position

measurements of the vehicles are available, we propose a

distributed finite-time coordinated tracking algorithm. In this

algorithm, each follower has an observer. The followers only

need to know the states (or the absolute positions of their

neighbors, if their neighbors are leaders) of their neighbors’s

observers. We show that the followers are driven into the

convex hull spanned by the dynamic leaders in finite time

if the network topology among the followers is undirected,

for each follower there exists at least one leader that has

directed path to the follower, and the parameters in the

algorithm are properly chosen. When the absolute position
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measurements of the vehicles are not available, we propose a

distributed adaptive coordinated tracking algorithm using the

relative position measurements. We show that the followers

will ultimately move into the convex hull spanned by the

dynamic leaders under similar conditions to the case where

the absolute position measurements are available.

The contributions of this paper are threefold. First, for

vehicles with double-integrator dynamics, the velocity mea-

surements are not required in the proposed algorithms.

Therefore, these algorithms are easier to be implemented.

Second, using the second algorithm in this paper, the bound

on the accelerations of the leaders are not required to be

known. Finally, when the accelerations of the leaders are not

identical, the parameters in the second algorithm proposed

in this paper are not required to satisfy any condition

related to the network topology, while the parameters in the

algorithm in [16] should satisfy a certain condition related

to the network topology to guarantee that the followers will

converge to the convex hull spanned by the dynamic leaders.

The rest of this paper is organized as follows. Section II

introduces some preliminary knowledge used in this paper.

Section III provides the main theoretical results. The paper

is concluded in Section IV.

Notations: Define 1p ,
[

1, · · · , 1
]T

∈ R
p. Given

a vector ν =
[

ν1, · · · , νp

]T
∈ R

p and α ∈ R, define

sig(ν)α ,
[

sgn(ν1) | ν1 |α, · · · , sgn(νp) | νp |α
]T

and sgn(ν) ,
[

sgn(ν1), · · · , sgn(νp)
]T

, where sgn(·)
is the signum function.. We use diag(ν1, · · · , νp) to denote

the diagonal matrix of all ν1, · · · , νp, and Ip to denote the

p by p identical matrix.

II. BACKGROUND AND PRELIMINARIES

Consider a group of n+ s vehicles with double-integrator

dynamics given by

ẋi(t) = vi(t), (1a)

v̇i(t) = ui(t), i = 1, · · · , n+ s, (1b)

where xi(t), vi(t) and ui(t) ∈ R
m are, respectively, the

position, velocity and control input associated with the ith
vehicle.

We use a graph G , (V , E) to denote the network topology

among vehicles 1 to n+ s, where V , {1, · · · , n+ s} is the

node set and E ⊆ V × V is the edge set. A directed edge

(j, i) ∈ E if vehicle i can access information from vehicle j
but not necessarily vice versa. An undirected edge (j, i) ∈ E
if vehicle i and vehicle j can access information from each

other. Here we assume that (i, i) /∈ E . The neighbor set Ni

of vehicle i is defined as Ni , {j | (j, i) ∈ E}. Suppose

that vehicles 1 to n have at least one neighbor and vehicles

n+1 to n+ s have no neighbor. We call vehicles 1 to n the

followers and vehicles n + 1 to n+ s the leaders. A graph

is undirected if (i, j) ∈ E implies that (j, i) ∈ E . We assume

that the graph associated with the followers is undirected

and further assume that aij = aji, i, j = 1, · · · , n. A

directed path is a sequence of directed edges of the form

(i1, i2), (i2, i3),..., where ij ∈ V . An undirected path is

defined analogously. The adjacency matrix Ad , [aij ] ∈
R

(n+s)×(n+s) is defined as aij > 0 if (j, i) ∈ E and aij = 0
otherwise. It is easy to see that aij = 0, i = n+1, · · · , n+s,
j = 1, · · · , n + s because the leaders have no neighbors.

The Laplacian matrix L , [lij ] ∈ R
(n+s)×(n+s) is defined

as lii =
∑n+s

j=1,j 6=i aij and lij = −aij , i 6= j. Note that L
can be rewritten as

L =

[

L1 L2

0s×n 0s×s

]

, (2)

where L1 ∈ R
n×n and L2 ∈ R

n×s.

Definition 2.1: Let C ⊆ R
p. The set C is said to be

convex if for any x and y in C, the point (1 − α)x + αy is

in C for any α ∈ [0, 1]. The convex hull of a set of points

X = {x1, · · · , xq} is the minimal convex set containing

all points in X . We use Co(X) to denote the convex

hull of X . Let xF (t) ,
[

xT
1 (t), · · · , xT

n (t)
]T

,

vF (t) ,
[

vT
1 (t), · · · , vT

n (t)
]T

, xL(t) ,
[

xT
n+1(t), · · · , xT

n+s(t)
]T

and vL(t) ,
[

vT
n+1(t), · · · , vT

n+s(t)
]T

. Also let Ω(t) , Co[xL(t)]

and Υ(t) , Co[vL(t)].
The objective of the distributed coordinated tracking

problem is to design ui(t) for all the followers such that

the followers move into the convex hull spanned by the

dynamic leaders, i.e., infy(t)∈Ω(t) ‖xi(t) − y(t)‖ → 0 and

infy(t)∈Υ(t) ‖vi(t) − y(t)‖ → 0, i = 1, · · · , n, as t → ∞.

We have the following assumption throughout the note.

Assumption 2.2: For each follower, there exists at least

one leader that has a directed path to the follower.

III. MAIN RESULTS

A. Coordinated Tracking Using Absolute Position Measure-

ments

In this section, we assume that the absolute position

measurements of the vehicles are available but the velocity

measurements are not available. Let ui(t) = fi(t), i =
n+ 1, · · · , n+ s, where fi(t) is the acceleration input. We

assume that ‖vi(t)‖∞ and ‖fi(t)‖∞, i = n+ 1, · · · , n+ s,
are bounded. We propose the following coordinated tracking

algorithm

ui(t) = −αsgn{z1i(t) + βsig[xi(t) − x̂i(t)]
1

2 }, (3a)

ż0i(t) = z1i(t) − k1sig {z0i(t) − [xi(t) − x̂i(t)]}
1

2 ,

(3b)

ż1i(t) = −k2sgn {z0i(t) − [xi(t) − x̂i(t)]}

−αsgn{z1i(t) + βsig[xi(t) − x̂i(t)]
1

2 }, (3c)

˙̂xi(t) = −k3sgn







n
∑

j=1

aij [x̂i(t) − x̂j(t)]

+

n+s
∑

j=n+1

aij [x̂i(t) − xj(t)]







,

i = 1, · · · , n, (3d)

where x̂i(0) = 0 for i = 1, · · · , n, k1, k2, k3, α and β
are positive constant scalars, and aij , i = 1, · · · , n, j =
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1, · · · , n + s, is the (i, j)th entry of the adjacency matrix

Ad.

Before moving on, we need the following lemma.

Lemma 3.1: Under Assumption 2.2, L1 defined in (2) is

symmetric positive definite. �

Note from Lemma 3.1 that L1 is invertible. Let

xd(t) , [ xT

d1(t), · · · , xT

dn(t) ]
T

, −(L−1
1 L2 ⊗

Im)xL(t), where xdi(t) ∈ R
m. Because ‖vi(t)‖∞ and

‖fi(t)‖∞, i = n+ 1, · · · , n+ s are bounded, it follows that

‖ ẋd(t) ‖∞ and ‖ ẍd(t) ‖∞ are also bounded. We hence

assume that ‖ ẋd(t) ‖∞≤ ηa and ‖ ẍd(t) ‖∞≤ ηb.

Lemma 3.2: Under Assumption 2.2, infy(t)∈Ω(t) ‖xdi(t)−
y(t)‖ = 0 and infy(t)∈Υ(t) ‖ẋdi(t)−y(t)‖ = 0, i = 1, · · · , n,

for all t. Using (3d), ||x̂i(t)−xdi(t)|| → 0, i = 1, · · · , n, in

finite time if k3 > ηa.

Proof: The first part of the lemma follows from Lemma 2.4

in [17]. Let x̂i(t) = x̂fi(t), i = 1, · · · , n and x̂i(t) = σ̇i(t),
i = n+1, · · · , n+ s. Then, equation (3d) becomes equation

(8) in [17], and xdi(t) is equivalent to σ̇di(t) in [17]. The

second part of the lemma follows from the proof of Theorem

4.1 in [17]. �

Lemma 3.3: [19] Consider the system

ẋ1(t) = x2(t) − k1sig[x1(t)]
1

2 ,

ẋ2(t) = −k2sgn[x1(t)] + ρ(t, x),

where x1(t), x2(t) ∈ R, k1, k2 are constant positive

scalars and ρ(t, x) is a bounded perturbation with x ,
[

x1(t) x2(t)
]T

. Suppose that there exists a symmetric

positive-definite matrix P such that the linear matrix inequal-

ity

ATP + PA+ ε2CTC + PBBTP < 0 (4)

is satisfied, where A ,

[

−

1

2
k1

1

2

−k2 0

]

, B ,

[

0
1

]

, C ,

[ 1 0 ], and ε is a positive constant scalar. Then x1(t) and

x2(t) will converge to zero in finite time for all bounded

perturbations satisfying | ρ(t, x) |≤ ε. �

Lemma 3.4: [20] Consider the system

ẍ(t) = f(t, x) − αK(t, x)sgn{ẋ(t) + βsig[x(t)]
1

2 },

where x(t) ∈ R, | f(t, x) |≤ D, Km ≤ K(t, x) ≤ KM ,

and α, β, D, Km and KM are constant positive scalars.

Then, x(t) and ẋ(t) will converge to zero in finite time if

α > 1
Km

(D + β2

2 ). �

Theorem 3.1: Under Assumption 2.2, using (3) for (1),

infy(t)∈Ω(t) ‖xi(t) − y(t)‖ → 0 and infy(t)∈Υ(t) ‖vi(t) −

y(t)‖ → 0 in finite time if α > ηb + β2

2 , k3 > ηa and

there exist k1 > 0, k2 > 0 and a symmetric positive-

definite matrix P such that (4) is satisfied, where ǫ = ηb. In

particular, ||xi(t) − xdi(t)|| → 0 and ||vi(t) − ẋdi(t)|| → 0,

i = 1, · · · , n, in finite time.

Proof: Note from Lemma 3.2 that there exists a T1 > 0 such

that x̂i(t) = xdi(t), i = 1, · · · , n, for all t ≥ T1. We next

show that xi(t), vi(t), x̂i(t), z0i(t) and z1i(t), i = 1, · · · , n,

will not diverge to infinity for all t ∈ [0, T1]. Because from

(3a) ‖ ui(t) ‖∞≤ α, it is easy to see that xi(t) and vi(t) are

bounded for all t ∈ [0, T1]. Because from (3d) || ˙̂xi(t)||∞ ≤
k3, it follows that x̂i(t) is bounded for all t ∈ [0, T1], which

implies that xi(t) − x̂i(t) is bounded for all t ∈ [0, T1].
Because from (4) ‖ ż1i(t) ‖∞≤ k2 +α, it follows that z1i(t)
is bounded for all t ∈ [0, T1]. From (3b) we have that

˙̄z0i(t) = z1i(t) − [vi(t) − ˙̂xi(t)] − k1sig[z̄0i(t)]
1

2 ,

where z̄0i(t) , z0i(t)− [xi(t)− x̂i(t)]. Because z1i(t), vi(t)
and ˙̂xi(t) are bounded, we assume that ‖ z1i(t) − [vi(t) −
˙̂xi(t)] ‖∞< γ for all t ∈ [0, T1]. Suppose that | z̄0il(t1) |>
γ2

k2

1

at a certain t1 ∈ [0, T1], where z̄0il(t) denotes the lth

element of z̄0i(t). If z̄0il(t1) >
γ2

k2

1

, then it follows that

˙̄z0il(t1)

= z1il(t1) − [vil(t1) − ˙̂xil(t1)] − k1 | z̄0il(t1) |
1

2

< γ − k1 | z̄0il(t1) |
1

2< 0.

If z̄0il(t1) < −γ2

k2

1

, then it follows that

˙̄z0il(t1)

= z1il(t) − [vil(t1) − ˙̂xil(t1)] + k1 | z̄0il(t1) |
1

2

> −γ + k1 | z̄0il(t1) |
1

2> 0.

Therefore, because |z̄0il(0)| is bounded, z̄0il(t) will not

diverge to infinity for all t ∈ [0, T1], which implies that

z0il(t) will not diverge to infinity for all t ∈ [0, T1]. Thus

xdi(t) can be used to replace x̂i(t) for t ≥ T1.

For t ≥ T1, because x̂i(t) ≡ xdi(t), the closed-loop

system of (1) using (3) becomes

ẋi(t) = vi(t),

v̇i(t) = −αsgn{z1i(t) + βsig[x̃i(t)]
1

2 },

ż0i(t) = z1i(t) − k1sig [z0i(t) − x̃i(t)]
1

2 ,

ż1i(t) = −k2sgn [z0i(t) − x̃i(t)]

−αsgn{z1i(t) + βsig[x̃i(t)]
1

2 },

where x̃i(t) , xi(t)− xdi(t). It thus follows that for t ≥ T1

˙̃z0i(t) = z̃1i(t) − k1sig [z̃0i(t)]
1

2 ,

˙̃z1i(t) = −k2sgn [z̃0i(t)] + ẍdi(t),

where z̃0i(t) , z0i(t)− x̃i(t) and z̃1i(t) , z1i(t)− ˙̃xi(t). If

there exists a symmetric positive definite matrix P such that

(4) is satisfied, where ǫ = ηb, it follows from Lemma 3.3 that

there exists T2 > T1 such that z̃0i(t) = 0 and z̃1i(t) = 0 for

all t ≥ T2, which implies that z0i(t) = x̃i(t) and z1i(t) =
˙̃xi(t) for all t ≥ T2. It follows from a similar statement as

above that xi(t), vi(t), z0i(t), z1i(t) are all bounded for all

t ∈ [T1, T2]. Thus ˙̃xi(t) can be used to replace z1i(t) for

t ≥ T2.

For t ≥ T2, because z1i(t) ≡ ˙̃xi(t), the closed-loop system

of (1) using (3a) becomes

¨̃xi(t) = −αsgn{ ˙̃xi(t) + βsig[x̃i(t)]
1

2 } − ẍdi(t).

Because α > ηb + β2

2 , it follows from Lemma 3.4 that

there exists T3 > T2 such that x̃i(t) = 0 and ˙̃xi(t) = 0
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for all t ≥ T3, which implies that ||xi(t) − xdi(t)|| and

||vi(t)−ẋdi(t)|| will converge to zero in finite time. It follows

from Lemma 3.2 that infy(t)∈Ω(t) ‖xi(t) − y(t)‖ → 0 and

infy(t)∈Υ(t) ‖vi(t) − y(t)‖ → 0 in finite time. �

Next we show how to choose the gains k1 and k2 in (3)

such that there exists a symmetric positive-definite matrix P
such that (4) is satisfied, where ǫ = ηb.

Lemma 3.5: Given a constant ε > 0, there exists a

symmetric-positive definite matrix P such that (4) is satisfied

if k2 > ε and k2+2−
√

k2
2 − ε2 < k1 < k2+2+

√

k2
2 − ε2.

�

B. Coordinated Tracking Using Relative Position Measure-

ments

In this section, we assume that the relative position mea-

surements of the vehicles are available but the velocity mea-

surements are not available. We also assume that ‖vi(t)‖∞,

‖fi(t)‖∞ and ‖ḟi(t)‖∞, i = n + 1, · · · , n + s, are all

bounded. We propose the following algorithm

ui(t) = −Di(t)sgn{
n+s
∑

j=1

aij [xi(t) − xj(t)]}

−k1{
n+s
∑

j=1

aij [xi(t) − xj(t)]} − k2v̂i(t), (5a)

˙̂vi(t) = −Di(t)sgn{
n+s
∑

j=1

aij [xi(t) − xj(t)]}

−k1{
n+s
∑

j=1

aij [xi(t) − xj(t)]} − k2v̂i(t),

i = 1, · · · , n, (5b)

where v̂i(0) = 0, i = 1, · · · , n, Di(t) ,

diag[di1(t), · · · , dim(t)] with

dil(t) , |
n+s
∑

j=1

aij [xil(t) − xjl(t)] |

+

∫ t

0

|
n+s
∑

j=1

aij [xil(τ) − xjl(τ)] | dτ,

l = 1, · · · ,m, (6)

xil(t) denotes the lth element of xi(t), and k1 and k2 are

constant positive scalars.

Define ψi(t) ,
∑n+s

j=1 aij [xi(t) − xj(t)], φi(t) ,
∑n+s

j=n+1 aij [k2vj(t) + fj(t)] and v̄i(t) , v̂i(t) − vi(t), i =

1, · · · , n. Also define Ψ(t) , [ ψT

1 (t), · · · , ψT

n (t) ]
T

,

Φ(t) , [ φT

1 (t), · · · , φT

n (t) ]
T

and v̄(t) ,

[ v̄T

1 (t), · · · , v̄T

n (t) ]
T

. Because ‖vi(t)‖∞, ‖fi(t)‖∞
and ‖ḟi(t)‖∞, i = n + 1, · · · , n + s, are all bounded, it is

easy to see that Φ(t) and Φ̇(t) are also bounded.

Lemma 3.6: Under Assumption 2.2, consider the function

V1(t) = V2 +

∫ t

0

[Ψ(τ) + Ψ̇(τ)]T

× {k∗sgn[Ψ(τ)] + (L−1
1 ⊗ Im)Φ(τ) + k2v̄(0)}dτ

where k∗ is a constant positive scalar and V2 ,

k∗ΨT (0)sgn[Ψ(0)]+ΨT (0)(L−1
1 ⊗Im)Φ(0)+k2Ψ

T (0)v̄(0).
If

k∗ > max{‖ (L−1
1 ⊗ Im)[Φ(t) − Φ̇(t)] ‖∞,

‖ (L−1
1 ⊗ Im)Φ(t) ‖∞} + k2 ‖ v̄(0) ‖∞, (7)

then V1(t) ≥ 0.

Proof: See the appendix.

Theorem 3.2: Under Assumption 2.2, using (5) for (1),

infy(t)∈Ω(t) ‖xi(t) − y(t)‖ → 0 and infy(t)∈Υ(t) ‖vi(t) −
y(t)‖ → 0 as t → ∞ if k1 > 0 and k2 > 1. In

particular, ||xi(t) − xdi(t)|| → 0 and ||vi(t) − ẋdi(t)|| → 0,

i = 1, · · · , n, as t→ ∞.

Proof: From (1b) and (5) we know that v̇i(t) ≡ ˙̂vi(t), i =
1, · · · , n, which implies that

˙̄vi(t) ≡ 0, i = 1, · · · , n.

Therefore, we have that v̄i(t) ≡ v̄i(0), i = 1, · · · , n.

Equation (5a) can be rewritten as

ui(t) = −Di(t)sgn[ψi(t)] − k1ψi(t) − k2v̂i(t),

i = 1, · · · , n.

It follows that

ψ̈i(t)

=
n+s
∑

j=1

aij [ẍi(t) − ẍj(t)]

=

n+s
∑

j=1

aijui(t) −
n

∑

j=1

aijuj(t) −
n+s
∑

j=n+1

aijfj(t)

= −
n+s
∑

j=1

aij{Di(t)sgn[ψi(t)] + k1ψi(t) + k2v̂i(t)}

+

n
∑

j=1

aij{Dj(t)sgn[ψj(t)] + k1ψj(t) + k2v̂j(t)}

−
n+s
∑

j=n+1

aijfj(t)

= −
n+s
∑

j=1

aij{Di(t)sgn[ψi(t)] + k1ψi(t)}

−k2

n+s
∑

j=1

aij [vi(t) + v̄i(0)]

+

n
∑

j=1

aij{Dj(t)sgn[ψj(t)] + k1ψj(t)}

+k2

n+s
∑

j=1

aijvj(t) + k2

n
∑

j=1

aij v̄j(0) − φi(t). (8)

Note that (8) can be rewritten in a vector form as

Ψ̈(t) = −(L1 ⊗ Im)D(t)sgn[Ψ(t)] − k1(L1 ⊗ Im)Ψ(t)

−k2Ψ̇(t) − k2(L1 ⊗ Im)v̄(0) − Φ(t), (9)
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where D(t) is a block diagonal matrix of all Di(t), i =
1, · · · , n.

Consider the following Lyapunov function candidate

V (t)

=
1

2
[Ψ(t) + Ψ̇(t)]T (L−1

1 ⊗ Im)[Ψ(t) + Ψ̇(t)] + V1(t)

+
1

2
ΨT (t)[k1Inm + (k2 − 1)(L−1

1 ⊗ Im)]Ψ(t)

+
1

2
[D(t)1nm − k∗1nm]T [D(t)1nm − k∗1nm],

where k∗ is a constant satisfying (7). Under Assumption 2.2,

it follows from Lemma 3.1 that L1 is symmetric positive

definite, which means that L−1
1 is also symmetric positive

definite. Because k∗ satisfies (7), it follows from Lemma 3.6

that V1(t) ≥ 0. Because k1 > 0 and k2 > 1, we have that

k1Inm + (k2 − 1)(L−1
1 ⊗ Im) is symmetric positive definite.

Therefore, V (t) is symmetric positive definite with respect

to Ψ(t), Ψ̇(t) and D(t)1nm − k∗1nm.

From (6) we have that

ḋil(t) = {
n+s
∑

j=1

aij [vil(t) − vjl(t)]}

×sgn{
n+s
∑

j=1

aij [xil(t) − xjl(t)]}

+{
n+s
∑

j=1

aij [xil(t) − xjl(t)]}

×sgn{
n+s
∑

j=1

aij [xil(t) − xjl(t)]},

i = 1, · · · , n, l = 1, · · · ,m.

It follows that

[D(t)1nm − k∗1nm]T Ḋ(t)1nm

=

n
∑

i=1

m
∑

l=1

[dil(t) − k∗]ḋil(t)

=
n

∑

i=1

m
∑

l=1

[dil(t) − k∗]



{
n+s
∑

j=1

aij [xil(t) − xjl(t)]}

+{
n+s
∑

j=1

aij [vil(t) − vjl(t)]}





×sgn{
n+s
∑

j=1

aij [xil(t) − xjl(t)]}

= [Ψ(t) + Ψ̇(t)]T [D(t) − k∗Inm]sgn[Ψ(t)].

Taking the derivative of V (t), we have that

V̇ (t)

= [Ψ(t) + Ψ̇(t)]T (L−1
1 ⊗ Im)[Ψ̇(t) + Ψ̈(t)] + V̇1(t)

+ ΨT (t)[k1Inm + (k2 − 1)(L−1
1 ⊗ Im)]Ψ̇(t)

+ [D(t)1nm − k∗1nm]T Ḋ(t)1nm

= [Ψ(t) + Ψ̇(t)]T (L−1
1 ⊗ Im){−(L1 ⊗ Im)D(t)

× sgn[Ψ(t)] − k1(L1 ⊗ Im)Ψ(t) − (k2 − 1)Ψ̇(t)

− k2(L1 ⊗ Im)v̄(0) − Φ(t)}

+ [Ψ(t) + Ψ̇(t)]T {k∗sgn[Ψ(t)] + (L−1
1 ⊗ Im)Φ(t)

+ k2v̄(0)} + ΨT (t)[k1Inm + (k2 − 1)(L−1
1 ⊗ Im)]Ψ̇(t)

+ [Ψ(t) + Ψ̇(t)]T [D(t) − k∗Inm]sgn[Ψ(t)]

= −k1Ψ(t)T Ψ(t) − (k2 − 1)Ψ̇(t)T (L−1
1 ⊗ Im)Ψ̇(t).

(10)

Because k1 > 0 and k2 > 1, we have that V̇ (t) is negative

semi-definite. It follows that V (t) is bounded, which implies

that Ψ(t), Ψ̇(t) and D(t) are all bounded. Because v̄(0)
and Φ(t) are also bounded, it follows from (9) that Ψ̈(t)
is bounded. From (10) we have that

V̈ (t) = −2k1Ψ(t)T Ψ̇(t)

−2(k2 − 1)Ψ̇(t)T (L−1
1 ⊗ Im)Ψ̈(t). (11)

Therefore, V̈ (t) is bounded. By Barbalatt’s Lemma we have

that V̇ (t) → 0 as t → ∞, which implies that Ψ(t) → 0
and Ψ̇(t) → 0 as t → ∞. Therefore, we have that (L1 ⊗
Im)xF (t) + (L2 ⊗ Im)xL(t) → 0 and (L1 ⊗ Im)vF (t) +
(L2 ⊗ Im)vL(t) → 0 as t → ∞. It follows that ||xF (t) −
xd(t)|| → 0 and ||vF (t)− ẋd(t)|| → 0 as t→ ∞. It follows

from Lemma 3.2 that infy(t)∈Ω(t) ‖xi(t) − y(t)‖ → 0 and

infy(t)∈Υ(t) ‖vi(t) − y(t)‖ → 0 as t → ∞. �

IV. CONCLUSIONS

In this paper, the coordinated tracking problem has been

investigated for multiple autonomous vehicles with double-

integrator dynamics in the presence of multiple dynamic

leaders. Two distributed tracking algorithms have been de-

rived under different constraints. Different from the related

results in the literature, the proposed algorithms use only

the position measurements of the leaders and the followers.

Therefore, they can be realized more easily. Future work

will find algorithms that ensure collision avoidance between

adjacent vehicles.
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Appendix Proof: The proof is motivated by the proof

of Lemma 1 in [18]. Because k∗ >‖ (L−1
1 ⊗ Im)Φ(t) ‖∞

+k2‖v̄(0)‖∞, we have that
∫ t

0

Ψ̇T (τ){k∗sgn[Ψ(τ)] + (L−1
1 ⊗ Im)Φ(τ)

+k2v̄(0)}dτ

=

∫ t

0

{(L−1
1 ⊗ Im)Φ(τ) + k2v̄(0)}dΨ(τ)

+

∫ t

0

k∗Ψ̇T (τ)sgn[Ψ(τ)]dτ

= ΨT (τ){k∗sgn[Ψ(τ)] + (L−1
1 ⊗ Im)Φ(τ) + k2v̄(0)}|t0

−

∫ t

0

Ψ(τ)d{(L−1
1 ⊗ Im)Φ(τ) + k2v̄(0)}

= ΨT (t){k∗sgn[Ψ(t)] + (L−1
1 ⊗ Im)Φ(t) + k2v̄(0)}

−V2 −

∫ t

0

ΨT (τ)(L−1
1 ⊗ Im)Φ̇(τ)dτ

≥ −V2 −

∫ t

0

ΨT (τ)(L−1
1 ⊗ Im)Φ̇(τ)dτ, (12)

where we have used the fact that

ΨT (t){k∗sgn[Ψ(t)] + (L−1
1 ⊗ Im)Φ(t) + k2v̄(0)}

≥ k∗ΨT (t)sgn[Ψ(t)] − [‖ (L−1
1 ⊗ Im)Φ(t) ‖∞

+k2‖v̄(0)‖∞]ΨT (t)sgn[Ψ(t)]

≥ 0. (13)

Because k∗ >‖ (L−1
1 ⊗ Im)[Φ(t) − Φ̇(t)] ‖∞ +k2‖v̄(0)‖∞,

it then follows that

V1(t) ≥ V2 +

∫ t

0

ΨT (τ){k∗sgn[Ψ(τ)]

+(L−1
1 ⊗ Im)Φ(τ) + k2v̄(0)}dτ

−V2 −

∫ t

0

ΨT (τ)(L−1
1 ⊗ Im)Φ̇(τ)dτ

=

∫ t

0

ΨT (τ){k∗sgn[Ψ(τ)]

+(L−1
1 ⊗ Im)[Φ(τ) − Φ̇(τ)] + k2v̄(0)}dτ

≥ 0, (14)

where we have again used the fact that

ΨT (t){k∗sgn[Ψ(t)] + (L−1
1 ⊗ Im)[Φ(t) − Φ̇(t)]

+k2v̄(0)}

≥ k∗ΨT (t)sgn[Ψ(t)] − {‖ (L−1
1 ⊗ Im)[Φ(t) − Φ̇(t)] ‖∞

+k2‖v̄(0)‖∞}ΨT (t)sgn[Ψ(t)]

≥ 0. (15)
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