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Abstract— In this paper, we consider the adaptive output
consensus tracking of a class of higher-order parametric strict-
feedback systems with mismatched uncertainties. The consensus
reference is taken as a virtual leader, whose output is available
to the leader of the group. The proposed approach is based
on the estimation of consensus reference and decentralized
tracking control, where each agent communicates with their
neighbors, estimates the consensus reference, and make a
control decision based on the estimated consensus reference.
Challenges of the approach include the design of decentralized
adaptive tracking control assuming each agent has knowledge
of the consensus reference in the presence of mismatched
uncertainties, and the design of estimators that allow agents to
make correct estimations of the consensus reference. Sufficient
conditions are given to ensure output consensus tracking is
achieved. Simulation results show satisfactory performances.

I. INTRODUCTION

Increasing attention has been paid recently to cooperative

control of multi-agent systems due to its numerous potential

applications in space-based interferometers, combat, surveil-

lance, reconnaissance systems, hazardous material handling,

and distributed reconfigurable sensor networks. Consensus,

to achieve an agreement on certain quantities of interest,

is a critical problem in cooperative control of multi-agent

systems. Based on eigenvalue analysis, the consensus prob-

lem was studied in [5], [17], [15], [11], [19], [13]. The

passivity-based framework in [1] provides an explicit way

of finding Lyapunov functions on undirected communication

graphs. These results are based on the fact that the consensus

equilibrium is a weighted average or a weighted power mean

of the initial conditions of all agents’ states. Consensus with

a constant reference is studied in [7] with undirected switch-

ing inter-vehicle communications, and in [10], [8] under a

directed fixed interaction topology. Consensus algorithm with

a time-varying reference is proposed in [6] with a variable

undirected interaction topology. In [14], taking consensus

reference as a virtual leader, consensus tracking algorithms

are proposed to track a time-varying consensus reference

with a directed topology. The dynamics of agents considered

in these work are single-integrators or double-integrators.

In [18], the consensus problem of multi-agent systems with

higher-order dynamics is studied. However, the same linear

model applies to each agent. In [16], the authors study

lth-order (l ≤ 3) consensus algorithms, present the idea

of higher-order consensus with a leader, and introduce the

concept of an lth-order model-reference consensus problem.

In practice, consensus may face uncertainties or distur-

bance from the model, communication and measurement.
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The uncertainties or disturbances may destroy consensus

of multi-agent systems. In [9], a model transformation is

used to transform the original system into a reduced-order

system so that a sufficient condition can be obtained for all

agents to reach consensus with a desired H∞ performance.

Matched uncertainties are considered therein. In [2], robust

redesign is proposed for the consensus problem with undi-

rected communication topology in the presence of matched

uncertainties. The consensus of multi-agent systems with

mismatched uncertainties remains an open problem.

In this paper, we consider the adaptive output consensus

tracking of a class of high-order parametric strict-feedback

systems with mismatched uncertainties. The consensus ref-

erence is taken as a virtual leader, whose output is available

to the leader of the group. The proposed approach is based

on an estimation of consensus reference and decentralized

tracking control, where each agent communicates with their

neighbors, estimates the consensus reference, and make a

control decision based on the estimated consensus reference.

Challenges of the approach include the design of decen-

tralized adaptive tracking control assuming each agent has

knowledge of the consensus reference in the presence of

mismatched uncertainties, and the design of estimators that

allow agents to make correct estimations of the consensus

reference. Sufficient conditions are given to ensure output

consensus tracking is achieved. Simulation results show

satisfactory performances.

The subsequent sections are organized as follows: Sec-

tion II introduces the related graph theory preliminaries. In

Section III, the statement of the output consensus tracking

problem is provided. In Section IV, main results are given

on adaptive output consensus tracking. Section V shows the

simulation results. In Section VI, we present the conclusions.

II. PRELIMINARIES AND NOTATIONS

A directed graph G consists of a triple (V, E ,A), where

V is a finite nonempty set of nodes, E ∈ V2 is a set of

ordered pairs of nodes defined as edges, and a weighted

adjacency matrix A = [aij ] with nonnegative adjacency

elements aij . The node indexes belong to a finite index set

I = {1, 2, ..., n}. An edge of G is denoted by eij = (vi, vj),
with the weight aij , that is eij ∈ E ⇐⇒ aij > 0, and we

assume aii = 0 and aij = 1, i 6= j for all i, j ∈ I. The

set of neighbors of node vi is denoted by Ni = {vi ∈ V :
(vi, vj) ∈ E}.

A directed path in a digraph is a sequence of edges as

(vi1 , vi2), (vi2 , vi3), . . . , (vim , vim+1), where vij ∈ V and

eijij+1
∈ E , j = 1, . . . ,m. A directed graph has a directed
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spanning tree if there exists at least one node that all the

other node could reach it following directed path directions.

The graph Laplacian associated with the graph G is

defined as

L(G) = L = ∆−A (1)

The diagonal matrix ∆ = [∆ij ] where ∆ij = 0 for all i 6= j
and ∆ii = deg out (vi). Since every row sum is zero, the

Laplacian matrix always has a zero eigenvalue with the right

eigenvector of one. We denote it as

λ1 = 0, wr = 1 = (1, 1, . . . , 1)T (2)

Lemma 1: If a directed graph G = (V, E ,A) has a

spanning tree and with a Laplacian matrix L, there exists

a non-singular matrix M such that L =M−1JM , where J
is the Jordan block with J = diag{J1, 0} where −J1 is a

(n− 1)× (n− 1) Hurwitz matrix.

Proof: Since the directed graph G = (V, E ,A) has a

spanning tree, one of eigenvalues of L is zero and others

are greater than zero. The Jordan Canonical Form Theorem

([12]) guarantees that there exists a non-singular matrix M
such that L = M−1JM , where J has the form J =
diag{J1, 0}.

The following notations are used in this paper: For a

function f(x, y), we denote the notation f |y=0 as f (x, 0).
For a matrix A ∈ Rn×n, we denote A > 0 as a positive-

definite matrix.

III. PROBLEM FORMULATION

We study the agents that are described as follows:

ẋi1 = ϕT
i1 (xi1, t) θi + xi2 + ψi1 (xi1) ,

ẋi2 = ϕT
i2 (xi1, xi2t) θi + xi3 + ψi2 (xi1, xi2) ,

...

ẋir = ϕT
ir (xi1, · · · , xir, t) θi + biui + ψir (xi1, · · · , xir) ,

(3)

where xi = [xi1, · · · , xir]
T ∈ Rr, the vector θi ∈ Rp is

constant and unknown, ϕj
i ∈ Rp, ψij , j = 1, · · · , r, are

known nonlinear functions, the high frequency gain bi is an

unknown constant. The system output is yi = xi1.

Assumption 1: The sign of bi, i = 1, · · · , N are known

and the nonlinear functions ϕj
i , j = 1, · · · , r, i = 1, · · · , N

are of class Cr−1.

We study N agents described by (3). Each agent is

considered as a node and the link between two nodes is seen

as an edge. In this way, N agents constitutes a directed graph

G. We make the following assumption about this directed

graph:

Assumption 2: The communication graph contains a span-

ning tree.

Assumption 3: Suppose that the consensus reference, de-

noted by ξd, satisfies

ξ̇d = f0 (t, ξd)
yr = ξd

(4)

where f0 (·, ·) is in Cr−1 and dr−1f0
dt

(t, ξd (t)) is piecewise

continuous and bounded. The output of reference is available

to at least one root agent of the spanning tree of the directed

graph G.

Adaptive Output Consensus Tracking problem: Under

Assumptions 1, 2 and 3, design distributed control laws,

ui (xi, xj), j ∈ Ni, i = 1, . . . , N , such that the outputs

yi of all agents converge to the time-varying reference yr.

IV. MAIN RESULTS

We design an estimator for each agent:

ξ̇i1 = ξi2,
...

ξ̇ir = vi,

(5)

where the output is yoi = ξi1, which acts as an output

reference of the ith agent, and vi is a distributed control to

be chosen later, which uses its neighbors’ states xj , where

j ∈ Ni, for i = 1, 2, · · · , N . We are facing the following

challenges:

1) The design of the decentralized control ui so that we

have yi → yoi, as t→ ∞ for i = 1, 2, · · · , N ;

2) The design of the distributed control vi (xi, xj) where

j ∈ Ni so that we have yoi → yr as t → ∞ for

i = 1, 2, · · · , N .

A. The Design of Adaptive Decentralized Control

The backstepping technique is applied for the design of

the adaptive decentralized control. We introduce the change

of coordinates

ηi1 = xi1 − ξi1
ηij = xij − αi,j−1 − ξij , j = 2, 3, · · · , r

(6)

where αij are virtual controllers. Denote that ηi =

[ηi1, · · · , ηir]
T

. The iterative design procedure is described

as follows:

Step 1. The virtual control αi1 is chosen as

αi1 = −ki1ηi1 − ϕT
i1θ̂i − ψi1, (7)

where ki1 is a positive constant and θ̂i is the estimate of

unknown parameters vector θi that will be chosen later. We

consider the Lyapunov function candidate

Vi1 =
1

2
η2i1 +

1

2
θ̃Ti Γ

−1
i θ̃i, (8)

where Γi is a positive definite matrix and θ̃i = θi−θ̂i. Taking

derivative of Lyapunov function candidate (8) gives

V̇i1 = −ki1η
2
i1 + ηi1ηi2 + θ̃Ti

(

τi1 − Γ−1
i

˙̂
θi

)

, (9)

where τi1 = ϕi1ηi1 is the first tuning function.

Step 2. The following Lyapunov function candidate is

chosen as:

Vi2 = Vi1 +
1
2η

2
i2. (10)

We choose the virtual control

αi2 = −ki2ηi2 − ηi1 − ψi2 +
∂αi1

∂xi1
(xi2 + ψi1)

−θ̂Ti

(

ϕi2 −
∂αi1

∂xi1
ϕi1

)

+ ∂αi1

∂θ̂i
Γiτi2 +

∂αi1

∂ξi1
ξi2,

(11)
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where τi2 = τi1 +
(

ϕi2 −
∂αi1

∂xi1
ϕi1

)

ηi2, ki2 is a positive

constant and τi2 is the second tuning function. Taking

derivative of the Lyapunov function candidate (10) gives

V̇i2 = −ki1η
2
i1 − ki2η

2
i2 + ηi2ηi3

+ηi2
∂αi1

∂θ̂i

(

Γiτi2 −
˙̂
θi

)

+ θ̃Ti

(

τi2 − Γ−1
i

˙̂
θi

)

.

(12)

Step 3. We choose the virtual control αi3 as follows

αi3 = −ki3ηi3 − ηi2 − ψi3

+∂αi2

∂xi1
(xi2 + ψi1) +

∂αi2

∂xi2
(xi3 + ψi2)

+
(

∂αi1

∂θ̂i
Γiηi2 − θ̂Ti

)(

ϕi3 −
∂αi2

∂xi1
ϕi1 −

∂αi2

∂xi2
ϕi2

)

+∂αi2

∂θ̂i
Γiτi3 +

∂αi2

∂ξi1
ξi2 +

∂αi2

∂ξi2
ξi3,

(13)

where τi3 = τi2 +
(

ϕi3 −
∂αi2

∂xi1
ϕi1 −

∂αi2

∂xi2
ϕi2

)

ηi3, ki3 is a

positive constant and τi2 is the third tuning function. The

Lyapunov function candidate is chosen as

Vi3 = Vi2 +
1
2η

2
i3. (14)

Taking derivative of Lyapunov function candidate (14) gives

V̇i3 = −
3
∑

j=1

kijη
2
ij + ηi3ηi4 + θ̃Ti

(

τi3 − Γ−1
i

˙̂
θi

)

+
(

ηi2
∂αi1

∂θ̂i
+ ηi3

∂αi2

∂θ̂i

)(

Γiτi3 −
˙̂
θi

)

.

(15)

Step j j = 4, · · · , r − 1: Repeating the procedure in

a recursive manner, we choose the virtual control αij as

follows

αij = −kijηij − ηi,j−1 − ψij +

j−1
∑

l=1

∂αi,j−1

∂xil
(xi,l+1 + ψil)

+

(

j−1
∑

l=2

ηil
∂αi,l−1

∂θ̂ i

)

Γi

(

ϕij −

j−1
∑

l=1

∂αi,j−1

∂xil
ϕil

)

−θ̂Ti

(

ϕij −

j−1
∑

l=1

∂αi,j−1

∂xil
ϕil

)

+
∂αi,j−1

∂θ̂i
Γiτij +

j−1
∑

l=1

∂αi,j−1

∂ξil
ξi,l+1,

(16)

where τij = τi,j−1 +

(

ϕij −

j−1
∑

l=1

∂αi,j−1

∂xil
ϕil

)

ηij , kij is

a positive constant and τij is the jth tuning function. The

Lyapunov function candidate is chosen as

Vij = Vi,j−1 +
1
2η

2
ij . (17)

Taking time derivative of Lyapunov function candidate (17)

gives

V̇ij = −

j
∑

l=1

kilη
2
il + ηijηi,j+1 + θ̃Ti

(

τij − Γ−1
i

˙̂
θi

)

+

(

j
∑

l=2

ηil
∂αil

∂θ̂i

)

(

Γiτij −
˙̂
θi

)

.

(18)

In the last step r, the actual control input u appears. We

design control ui and update laws
˙̂
θi and p̂i as

ui = p̂iūi (19)

ūi = αir + vi (20)

˙̂
θi = Γiτir (21)

˙̂pi = −γisign (bi) ūiηir, (22)

where

αir = −kirηir − ηi,r−1 − ψir +

r−1
∑

l=1

∂αi,r−1

∂xil
(xi,l+1 + ψil)

+

(

r−1
∑

l=2

ηil
∂αi,l−1

∂θ̂ i

)

Γi

(

ϕir −
r−1
∑

l=1

∂αi,r−1

∂xil
ϕil

)

−θ̂Ti

(

ϕir −
r−1
∑

l=1

∂αi,r−1

∂xil
ϕil

)

+
∂αi,r−1

∂θ̂i
Γiτir +

r−1
∑

l=1

∂αi,r−1

∂ξil
ξi,l+1,

γi is a positive constant, p̂i is an estimate of p = 1/bi, and

vi is to be determined. Note that

biui = bip̂iūi = ūi − bip̃iūi, (23)

where p̃i = pi − p̂i. We choose the Lyapunov function

Vi =

r
∑

l=1

kil
1

2
η2il +

1

2
θ̃Ti Γ

−1
i θ̃i +

|bi|

2γi
p̃2i . (24)

Taking time derivative of Lyapunov function (24) gives

V̇i ≤ −
r
∑

l=1

kilη
2
il. (25)

Thus, we obtain the following Lemma:

Lemma 2: Under Assumptions 1 and 2, the adaptive de-

centralized control law (19) with parameters update laws (21)

and (22) ensures the global boundedness of ηi, θ̂i, and p̂i,
and asymptotic tracking limt→∞ (yi − yoi ) = 0.

Proof: From the Lasalle’s Theorem, the fact that V̇i ≤ 0
shows the proof of uniform stability, such that ηi1, · · · , ηir,

θ̂i, and p̂i are bounded and ηij → 0, j = 1, · · · , r. This

further implies that limt→∞ (yi − yoi) = 0.

B. Distributed Output Consensus Tracking Control

Based on Assumption 2, the directed graph has a spanning

tree. The corresponding Laplacian matrix is L and the set

of neighbors of ith agent is Ni. From Assumption 3, the

consensus reference is available to at least one root agent

of the spanning tree. We introduce the consensus reference

(4) as a virtual leader of the group estimators with the

output yor. We name the virtual leader as the (N + 1)th

agent without loss of generality. Prim’s algorithm ([4]) can

be applied to find all root agents to a spanning tree. By

Assumption 2, the (N + 1)th agent is the root agent of the

expanded spanning tree, which means that the (N + 1)th

agent does not use any information from the other agents.

Thus, the Laplacian matrix L̂ =
[

l̂ij

]

corresponding to the
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new graph is a (N + 1)× (N + 1) matrix with l̂i(N+1) = 0,

i = 1, . . . , N . We assume that the set of neighbors of agent

i associated with the new graph is N̂i.

Denoting yo,n+1 = yor = ξd, the dynamics

y
(r)
o,N+1 = vN+1 (26)

is the same as the dynamics of tracking reference (4) with

vN+1 = d(r−1)f0
dt

(t, ξd). Note that if the tracking reference is

a constant, d(r−1)f0
dt

(t, ξd) in (4) is zero. Thus, vn+1 is zero.

Let ŷo = [yo1, . . . , yoN , yo,N+1]
T ∈ RN+1. The dynamics

of the output y of all N + 1 agents is

ŷ
(r)
o = v̄, (27)

where v̄ = [v1, . . . , vN+1]
T . From Lemma 1, there exists a

non-singular matrix M̂ ∈ Rn+1 such that L̂ = M̂−1ĴM̂ ,

where Ĵ is the Jordan form with Ĵ = diag{Ĵ1, 0} where

−Ĵ1 is a N ×N Hurwitz matrix. From the definition of Ĵ ,

it is easy to see that

Ĵ =

[

IN
01×N

]

Ĵ1
[

IN 0N×1

]

. (28)

Thus, the Lapalacian matrix L̂ can be represented by

L̂ = M̂−1

[

IN
01×N

]

Ĵ1
[

IN 0N×1

]

M̂. (29)

We employ a dimension-reduced transformation

ẑ =
[

IN 0N×1

]

M̂ ŷo. (30)

Differentiating it r times with respect to time gives

ẑ(r) =
[

IN 0N×1

]

M̂ŷ(r)o . (31)

Substituting (27) into (31) yields

ẑ(r) =
[

IN 0N×1

]

M̂v̂. (32)

Let

v̂ = M̂−1

[

IN
01×N

]

Ĵ1v̂ + M̂−1

[

0N×1

1

]

1

d

d(r−1)f0
dt

,

(33)

where d is the N + 1th element of the vector

M̂−1

[

0N×1

1

]

. We obtain that

ẑ(r) = Bv̂, (34)

where B = Ĵ1. Note that the second term in (33) picks a

particular element in the null space of the one-dimension-

reduced transformation (30) in order to have vN+1 =
d(r−1)f0

dt
. To solve the output consensus tracking problem, a

distributed control is required. Ideally, the distributed control

is chosen as

v̂∗i = −
r
∑

l=1

klc
∑

j∈N̂i

(ξil − ξjl)

=



























































−
r
∑

l=1

klc
∑

j∈Ni

(ξil − ξjl)

as
{

i|N̂i = Ni

}

−
r
∑

l=1

klc



ξil − ξ
(l−1)
d +

∑

j∈Ni

(ξil − ξj,l)





+d(r−1)f0
dt

as
{

i|N̂i 6= Ni

}

,

(35)

for i = 1, · · · , N . Note that vN+1 = d(r−1)f0
dt

. However, in

our problem, the distributed control vi only use neighbors’

states xj , where j ∈ Ni. Thus, we have to use the following

distributed control instead

v̂i =































































































































−k1c
∑

j∈Ni

(xi1 − xj1)

−
r
∑

l=2

∑

j∈Ni

klc (xil − αi,l−1|ηi=0 − xjl

+αj,l−1|ηi=0)

as
{

i|N̂i = Ni

}

−k1c
∑

j∈Ni

(xi1 − xj1)− k1c (xi1 − ξd)

−
r
∑

l=2

∑

j∈Ni

klc (xil − αi,l−1|ηi=0 − xjl

+αj,l−1|ηi=0)

−
r
∑

l=2

klc

(

xil − αi,l−1|ηi=0 − ξ
(l−1)
d

)

+d(r−1)f0
dt

as
{

i|N̂i 6= Ni

}

(36)

From (7), we have

αi1 − αi1|ηi1=0 = −ki1ηi1. (37)

From (11), we have

αi2 − αi2|ηi1=ηi2=0 = −ki2ηi2 − ηi1. (38)

Proceeding to calculate from (16), we have

αij − αij |ηi1=···=ηij=0 = −kijηij − ηi,j−1. (39)

We define a (N + 1) × (N + 1) matrix H = diag {hi} as

hi = 1 if L̂(i, (N + 1)) 6= 0, hi = 0 if L̂(i, (N + 1)) = 0
and hN+1 = 1. Thus (36) has the following form:

v̂ = M̂−1

[

IN
01×N

]

Ĵ1

(

−
r
∑

l=1

klcẑ
l−1 + ∆̂ (ηrl, · · · , ηrr)

)

+
[

IN 0N×1

]

M̂HM̂−1

[

0N×1

1

]

d(r−1)f0
dt

(40)
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where

∆̂ (ηr1, · · · , ηrr)

=
r
∑

l=1

klc
[

IN 0N×1

]

M̂
[

(krlηrl − ηrl−1)
T
, 0
]T

(41)

From (41), it is easy to see that there exist constant scalars

cij , j = 1, · · · , r such that ‖∆‖2 ≤
r
∑

j=1

N
∑

i=1

cijη
2
ij . Note

that cij depends on kjc and ki,j−1, which means that we

can choose cij after choosing kjc and ki,j−1 (with ki0 = 0).

Substituting the controller (40) into (31) and considering the

relationship H = I − (I −H) gives

ẑ(r) = Bv +B∆+ Pωω (42)

where ω = d(r−1)f0
dt

, and Pω ∈ Rn =
[

IN 0N×1

]

M̂ (IN+1 −H) M̂−1 [01×N , 1].
We rearrange the coordinate in a compact form

Ẑ = [ẑT , · · · ,
(

ẑ(r−1)
)T

]T ∈ Rr×N , (42) can be written

into:
˙̂
Z = AZẐ +BZu+BZ∆+ PZω (43)

where PZ =
[

0
T ,0T , · · · , PT

ω

]T
. Since Ẑ = 0, L̂yo = 0.

Thus, to achieve consensus of yo, we focus on input ω to

output ẑ =
[

IN 0N×1

]

stability of the systems (43).

Theorem 1: Under Assumptions 1, 2, and 3, if there exist

scalars γ, kij and kjc and a symmetric positive definite

matrix P satisfying




Θ+ CT
ZCZ PBZ PPZ

0 BT
ZP −ǫ

PT
Z P 0 −γ2



 < 0

kij − ǫcij > 0

j = 1, · · · , r. (44)

then the adaptive control law (19) with parameters updates

(21)and (22), and the distributed control (36) ensures that

global boundedness of xi(t), θ̂i and p̂i, and solves the

adaptive output consensus tracking problem with a bounded

tracking error.

Proof: Choose a Lyapunov function candidate as fol-

lows:

V (t) =
N
∑

i=1

Vi + ẐT (t)PẐ (t) . (45)

We discuss the performance of the system (43) with dis-

turbance ω (t) by taking derivative of V (t) along with the

solutions of (43) with the distributed control (36) with respect

to t gives

V̇ (t) ≤ −
N
∑

i=1

r
∑

l=1

(kil − ǫcil) η
2
il +

1

γ2
PPZP

T
Z P

+ẐT (t)
(

Θ+ 1
ǫ
PBT

ZPBZ

)

Ẑ (t)

−γ2
∥

∥

∥
ω − 1

γ2P
T
Z PẐ (t)

∥

∥

∥

2

2
+ γ2 ‖ω‖22 .

(46)

By Schur Complement Formula [3], (44) is equivalent to

Θ+ CT
ZCZ + γ−2PPZP

T
Z P +

1

ǫ
PBT

ZPBZ < 0. (47)

Substituting (47) into (46) yields

V̇ (t) ≤ γ2 ‖ω‖22 − ‖ẑ‖22 −
N
∑

i=1

r
∑

l=1

(kil − ǫcl) η
2
il. (48)

Thus, ηi is bounded. Also, note that the left-hand side of (48)

is the derivative of V along the trajectories of the system

(43). Integrating (48) yields

2V
(

Ẑ (τ)
)

− 2V
(

Ẑ (0)
)

≤ γ2
∫ τ

0
‖w‖22 dt−

∫ τ

0
‖z‖22 dt,

(49)

where Ẑ (t) is the solution of (43) for a given ω ∈ L2 [0,∞).

Using V
(

Ẑ
)

≥ 0, we obtain

∫ τ

0
‖ẑ‖22 dt ≤ γ2

∫ τ

0
‖w‖22 dt+ 2V

(

Ẑ0

)

, (50)

which implies that the mapping from ω to ẑ has fi-

nite L2-gain γ. Thus, the system (43) is input-to-

output bounded. From the definition of ẑ, we have

L̂yo =
[

IN 0N×1

]

Ĵ1ẑ. Thus, we have

∥

∥

∥
L̂yo

∥

∥

∥

2
≤

λmax

(

Ĵ1

)

γ ‖ω‖2. we obtain that the output yoi tracks the

reference yr in a small bound. From the boundedness of ηi,
it is also obtained that yi also tracks the reference yr in a

small bound.

V. SIMULATIONS

Consider a group of agents with mismatched uncertainties:

ẋi1 = sin (xi1) θi + xi2,
ẋi2 = cos (xi2) θi + ui
yi = xi1,

(51)

where θi are unknown parameters, and i = 1, 2, 3, 4, 5.

We consider that the communication topology shown in

1 2 34 5

Fig. 1. Communication Topology with Spanning Trees

Fig. 1. We assume that both leaders are able to access the

reference as shown in Figure 2. From Lemma 1, we obtain

that k1c = 25, and k2c = 10 satisfy (44). The adaptive

control law (19) with parameters updates (21) and (22), and

the distributed control (36) are applied. Fig. 3 shows that

all agents’ reference estimators reach an agreement: proving

the same reference signal to each agent. Fig. 4 shows that

the proposed controller guarantees stably tracking to the

estimated reference. Furthermore, the outputs of the system

(3) achieve consensus simultaneously in Fig. 5. Moreover,

Fig. 6 shows that the states of each agent are bounded.
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Fig. 2. The communication topology after adding a virtual leader
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Fig. 3. The outputs of five agents’ reference estimators

VI. CONCLUSIONS

In this paper, we consider the adaptive output consensus

tracking of a class of parametric strict-feedback systems with

mismatched uncertainties. Taking the consensus reference

as a virtual leader, the adaptive output consensus tracking

problem is transformed to output consensus with one more

agent. The estimator is used for each agent to estimate the

consensus reference by communicating with it’s neighbors.

Thus, the output consensus problem with uncertainties is

transformed to the classic adaptive tracking control problem.

Established control methods such as backstepping can be

used to solve the adaptive output consensus tracking with

mismatched uncertainties.
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