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Abstract—The problem of free-time optimal reachabil-
ity set computation with alternate integral constraints
is motivated and examined. Specific examples of such
systems are optimal spacecraft, aircraft and automobile
free-time, fuel-limited range computation. An alternate
Hamilton Jacobi Bellman PDE formulation is derived using
a Generalized Independent Parameter (GIP) associated
with the integration constraint and GIP mapping function
with respect to time is defined. Necessary conditions on
the GIP mapping function are identified and discussed.
Singular independent parameter mapping functions, often
found in astrodynamics optimal control problems, are
shown to be challenging to solve using a simple change of
integration variable, motivating an approach to transform
such problems before solving. Several short illustrations
are used to emphasize theoretical cases of interest, and two
simple fully-worked examples are given to demonstrate the
potential utility of this approach.

I. INTRODUCTION

When endeavoring to compute an optimal reachability
set with an integral constraint while there are no temporal
integral constraints (‘free-time’ problems) it is conve-
nient to use a framework that leverages proven results for
traditional time-constrained reachability. A particularly
useful example of such an optimal reachability set is the
range set, defined here as the set of reachable states in
the state-space given a fuel or control integral constraint
but no trajectory duration constraints.

For this paper, range set computation is motivated
by the desire to compute fuel-optimal range sets for
spacecraft applications. Optimal control policies for fuel-
optimal thrust-constrained spacecraft trajectories include
periods of zero-thrust, and directly making a change of
variables from time to fuel introduces singularities.

Background literature in optimal reachability sets
given time integral constraints (specifically integrating
over t ∈ [t0, tf ]) is extensive. If the optimal value
function in the Dynamic Programing Equation (DPE)
is not discontinuous it can be shown that the Hamilton
Jacobi Bellman Partial Differential Equation (HJB PDE)
must be satisfied along all optimal trajectories generating
an optimal reachability set [1], [2], [3], [4], [5].

Analytical solutions to the HJB PDE are rarely found,
however many methods may be used to approximately
generate optimal reachability sets given an initial or final
set. Two methods briefly discussed here are viscosity so-
lution methods and trajectory based methods. In general,
viscosity solution methods directly integrate the HJB
PDE given an initial condition (set) over time, either
forwards or backwards, and compute the zero-level sets
of the resulting value function [6], [7], [8], [9], [10].
Alternately, rather than treating the reachability set as
a viscosity solution to the HJB PDE, individual optimal
trajectories or expansions about these trajectories may be
used to sample and represent the reachability set surface
[11], [12].

Alternative integration constraints of interest may
include performance function costs, capital allocation
limits, fuel mass, or control effort. Specific examples
of the utility of such integral constraints are aircraft
range, automobile range, and total energy constraints.
High fidelity computations of fuel limited aircraft and/or
launch vehicle range, electric motor angle/angle-rate
reachability given total energy constraints, and fuel lim-
ited spacecraft orbit element range may be particularly
useful. In cases where there is no a-priori time integral
constraint (duration), the goal of this paper is to adapt the
typical framework by which such optimal reachability
sets may be computed using Generalized Independent
Parameters (GIPs) and constraints and to identify and
address problematic mappings.

The specific contributions of this paper are a) the
introduction of a GIP and its mapping function with time,
b) the derivation of the GIP Hamilton-Jacobi-Bellman
(HJB) PDE using the newly defined GIP and associated
mapping function, c) the necessary conditions on the
GIP mapping function for a mapping to be invertible,
and d) an approach to transform a class of problems
with discontinuous GIP HJB PDEs to problems with
continuous GIP HJB PDEs.

A motivating problem is briefly outlined and some
fundamental problems in computing a maximum range
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set (fuel-limited reachability) are discussed in §II. In
§III the GIP mapping function is introduced, followed
by the detailed derivation of a GIP HJB PDE. Neces-
sary conditions on the mapping function integrand are
developed and discussed. A short verification of the
adjoint state dynamics in the new independent parameter
space and several illustrations of interest are given and
discussed. §III closes with a Lemma detailing how ∆V
integration space discontinuities may be circumvented
through intelligent choice of state-space coordinates.
Worked examples of the utility of the approach are
given in §IV. Finally, conclusions and future work are
discussed in §V.

II. MOTIVATION

To properly motivate this paper the classical primer
vector problem in astrodynamics [13] is first stated, then
an attempt to transform it to a fuel-limited, minimum-
fuel, free-time reachability problem involving the HJB
PDE is made. For central-body motion, an acceleration-
limited spacecraft minimizing fuel (∆V ) usage in the
Two-Point Boundary Value Problem (TPBVP) may be
written as a problem statement of the form

inf
u∈U

∆V = inf
u∈U

∥u(t)∥L1 = inf
u∈U ∫

tf

t0
∥u(τ)∥2dτ

s.t. ẋ = f(x,u) = [
ṙ
v̇ ] = [

v
−

µ
∥r∥32

r + u ]

U = {u(t)∣ ∥u(t)∥2 ≤ um}

x(t0) = x0, x(tf) = xf

where r,v,u ∈ R3, the final time tf > t0 is the final
time, um > 0 is the maximum deliverable acceleration,
and µ > 0 is a gravitational constant. The optimal control
policy found using the Pontryagin Maximum Principle
is

u(t) = {
−um

pv(t)

∥pv(t)∥2
if ∥pv(t)∥2 < 1

0 if ∥pv(t)∥2 ≥ 1
(1)

with pv being the adjoint state associated with velocity
v. To write the problem above using ∆V constraints
in a manner similar to the minimum-time reachability
HJB PDE formulation, the dynamics must first be written
with ∆V as the independent variable. The relationship
between ∆V and time t is expressed in the performance
function above, generating

dx
d∆V

=
dx
dt

dt

d∆V
=

f(x,u)
∥u∥2

It is here that the motivation for this paper is encoun-
tered. The optimal control policy (1) specifically states
that in the time domain there may be large periods where
the spacecraft drifts along a homogeneous trajectory. In

this case the state dynamics with respect to ∆V become
undefined, causing the optimal control Hamiltonian and
the HJB PDE itself to become undefined. Intuitively
this happens because when the problem is integrated
forward in the ∆V domain, dynamics occuring during
homogeneous drift periods are not captured, generating
discontinuities in the state, Hamiltonian, and HJB PDE.

To address this situation, the following section derives
the GIP HJB PDE using a GIP mapping function and
identifies cases where the mapping is poorly defined. At
the end of the Theory section a method to transform
cases such as the motivating problem into solvable
problems is proposed.

III. THEORY

To begin the derivation of the Hamilton Jacobi Bell-
man PDE using a GIP, a function l(x,u, t) is defined
such that

s = S(x(⋅),u(⋅), t) = ∫
t

t0
l(x(τ),u(τ), τ)dτ + s0 (2)

with x ∈ Rn called the state and u ∈ Rm called the
control input. The notation x(⋅) and u(⋅) denote the
state and control trajectories. For now, it is required
that S(x(⋅),u(⋅), t) ∈ R be invertible with respect to
t over the interval [t0, tf ]. Figure 1 depicts what such
a function may look like and emphasizes the mapping
from time t to the free variable s. Assuming then that

tft0
s0

sf

t

s

t

l(x(t),u(t), t)

S(x(·),u(·), t)

Fig. 1. Visualization of the fully invertible GIP mapping function
s = S(x(⋅), u(⋅), t)

the inverse exists, the following definitions are made

s0 = S(x(⋅),u(⋅), t0)
sf = S(x(⋅),u(⋅), tf)

t0 = S
−1(x(⋅),u(⋅), s0) = R(x(⋅),u(⋅), s0)

tf = S
−1(x(⋅),u(⋅), sf) = R(x(⋅),u(⋅), sf)

It is said then that the function S and it’s inverse R are
both one-to-one and onto between the intervals [t0, tf ]
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and [s0, sf ]. Computing the time derivative of s:

ds

dt
=
d

dt
S(x(⋅),u(⋅), t) = l(x(t),u(t), t)

Similarly, the derivative of time with respect to the
alternate free variable is

dt

ds
=
d

dt
R(x(⋅),u(⋅), s) =

1
l(x(s),u(s), s)

The state variable x may be written in terms of the
new free variable s as x(t(s)) = x(R(x(⋅),x(⋅), s)). The
system dynamics may then be rewritten with respect to
the new GIP s ∈ [s0, sf ]:

x′ =
dx
ds

=
dx
dt

dt

ds
=

f(x(t),u(t), t)
l(x(s),u(s), s)

Since x′ still contains references to t, these must be
replaced using the function t = R(x(⋅),u(⋅), s) + t0:

x′ =
dx
ds

=
f(x(t),u(t), t)
l(x(s),u(s), s)

=
f̃(x,u, s)
l̃(x,u, s)

where the ⋅̃ notation indicates that a function ⋅ is written
in terms of the new free variable s (for example the state
equations of motion f̃(⋅, ⋅, ⋅) are understood to be in terms
of s, while f(⋅, ⋅, ⋅) are in terms of t). The ⋅̃ notation is
used through the remainder of the paper in the interest
of brevity. Now that the dynamics have been entirely
rewritten in terms of the GIP s, the relationship with the
Hamilton Jacobi Bellman PDE may now be determined.
Recall the Dynamic Programming Equation (DPE)

V (x0, t0) = opt
u∈U

[∫

tf

t0
L(x,u, τ)dτ + V (xf , tf)] (3)

where the ‘opt’ operation may be either an infimum or
supremum. The pair (x∗,u∗) denote the optimum trajec-
tory found using either the infimum or supremum on the
DPE shown in (3). Under the assumption that V (x, t) is
sufficiently smooth, along an optimal trajectory it can be
shown that

dV

dt
= −L(x∗,u∗, t)

Thus, to change the independent parameter in the DPE
(3), the rate of change of the Lagrangian must first be
determined:

dV

ds
=
dV

dt

dt

ds
= −
L(x∗(t),u∗(t), t)
l(x∗(s),u∗(s), s)

= −
L̃(x∗,u∗, s)
l̃(x∗,u∗, s)

(4)
Now, the DPE using the new independent parameter s
is written as

Ṽ (x0, s0) = opt
u∈U

[∫

sf

s0
(
L̃(x,u, v)
l̃(x,u, v)

)dv + Ṽ (xf , sf)]

(5)

Following a standard HJB PDE derivation [5], the initial
boundary conditions are chosen as x0 = x and s0 = s and
the final boundary conditions xf and sf are chosen such
that xf = x+ δx and sf = s+ δs. The modifiend DPE (5)
is then written as

Ṽ (x, s) = opt
u∈U

[∫

s+δs

s
(
L̃(x,u, v)
l̃(x,u, v)

)dv

+Ṽ (x + δx, s + δs)]

The incremental state change δx from an incremental
free variable change δs may be written as

δx =
dx
ds
δs +O(δs2

) =
f̃(x,u, s)
l̃(x,u, s)

δs +O(δs2
)

The Taylor series expansion of the value function at sf =
s + δs becomes

Ṽ (x + δx, s + δs)

= Ṽ (x +
f̃(x,u, s)
l̃(x,u, s)

δs +O(δs2
), s + δs)

= Ṽ (x, s) +
∂Ṽ

∂x

T
f̃(x,u, s)
l̃(x,u, s)

δs +
∂Ṽ

∂s
δs +O(δs2

)

Similarly, the Lagrangian may be written as

∫

s+δs

s
(
L̃(x,u, v)
l̃(x,u, v)

)dv =
L̃(x,u, s)
l̃(x,u, s)

δs +O(δs2
)

Substituting these relationships into the GIP DPE pro-
duces

Ṽ (x, s) = opt
u∈U

[
L̃(x,u, s)
l̃(x,u, s)

δs + Ṽ (x, s)

+
∂Ṽ

∂x

T
f̃(x,u, s)
l̃(x,u, s)

δs +
∂Ṽ

∂s
δs +O(δs2

)]

Subtracting Ṽ (x, s) from both sides, ignoring terms
of O(δs2) or higher, and dividing both sides by δs
generates the GIP HJB PDE:

∂Ṽ

∂s
+ opt

u∈U
[
L̃(x,u, s)
l̃(x,u, s)

+
∂Ṽ

∂x

T
f̃(x,u, s)
l̃(x,u, s)

] = 0 (6)

It can be shown that the second term in (6) has many
of the special properties of Hamiltonians in classical
mechanics [14]. Further, Pontryagin’s Maximum Prin-
ciple tells us that the gradient ∂V /∂x satisfies all of
the properties of an adjoint variable p in a Hamiltonian
system [5]. The Optimal Control Hamiltonian (OCH)
may then be written as

H̃(x,p,u, s) = opt
u∈U

[
L̃(x,u, s)
l̃(x,u, s)

+ pT
f̃(x,u, s)
l̃(x,u, s)

] (7)
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where the adjoint variable p = ∂Ṽ /∂x. Note that none of
the steps make any second-order optimality assumptions,
so the ‘opt’ argument may be replaced with an opti-
mization argument as desired (‘min,’ ‘max,’ ‘infimum’,
‘supremum,’ etc.). To derive the equations of motion of
the adjoint in the s-domain, an approach similar to that
in classical mechanics [13], [14], [15] is used. Variations
in the performance index

P̃ = ∫

sf

s0

L̃(x,u, v)
l̃(x,u, v)

dv

are examined as a starting point. Recalling the definition
of the Hamiltonian using the new independent parameter
(7), the performance index may be re-written as

P̃ = ∫

sf

s0
[H̃(x,p,u, v) − pT x′]dv

Taking the first variation of P̃ about optimal trajectories
(and thereby assuming that ∂H̃/∂u = 0) generates

δP̃ = ∫

sf

s0
[
∂H̃

∂x
δx +

∂H̃

∂p
δp − pT δx′ − x′T δp]ds

Using integration by parts the second to last term in the
integrand may be re-written:

∫

sf

s0
pT δx′dv = pT δx′∣

sf

s0
− ∫

sf

s0
p′T δxdv

Substituting this relation, observing that the problem
is essentially a Two-Point Boundary Value Problem
(δx(s0) = δx(sf) = 0) and simplifying yields

δP̃ = ∫

sf

s0
[(
∂H̃

∂x
+ p′) δx + (

∂H̃

∂p
− x′) δp]dv

Requiring stationarity (δP̃ = 0) for arbitrary variations
δx and δp requires

x′ =
dx
ds

=
∂H̃

∂p
(8)

and

p′ =
dp
ds

= −
∂H̃

∂x
(9)

Equations (8) and (9) precisely mirror the classical
results for time-based trajectory optimization.

Remark III.1. Initial Conditions on the HJB PDE
The assumptions of the HJB PDE derivation involved
supposing an initial condition V (x0, t0) or Ṽ (x0, s0) in
the GIP Dynamic Programing Equation (5). By conven-
tion, the zero-level sets of V (x0, s0) are used to define
the boundary of the reachable set, as when V (x, s) = 0,
it may equivalently be said that the Performance-to-go
V (x, s) is zero.

Thus far it has been required that the GIP mapping
function s = S(x(⋅),u(⋅), t) be invertible, and that t =
R(x(⋅),u(⋅), s) is its inverse (S and R satisfy the identity
relation t = R(x(⋅),u(⋅), S(x(⋅),u(⋅), t)) for the domain
t ∈ [t0, tf ] and range s ∈ [s0, sf ]) [16]. Several cases
for the value of l(x,u, t) are now investigated with the
aim of identifying specific requirements on the parameter
mapping function S(x(⋅),u(⋅), t) (S):

1) l(x,u, t) = ±∞ (but not = 0) over t ∈ [t0, tf ].
The slope l has become vertical, meaning that an
infinitesimal change in time t will cause a finite (or
even infinite) change in the GIP s. The function
S is said to be left-invertible, and there exists a
unique onto mapping R from s ∈ [s0, sf ] to t ∈
[t0, tf ], but the reverse mapping is not one-to-one.
Figure 2 illustrates this case. Note that when this
happens, the HJB PDE (6) reduces to ∂Ṽ /∂s = 0,
implying that the value function is constant and
the reach set does not progress in such regions.
Similarly, x′ → 0 and p′ → 0, meaning that the
dynamics cease to propagate while l(x,u, t) = ±∞.

2) l(x,u, t) = 0 (but not = ±∞) over t ∈ [t0, tf ].
The slope of l is completely horizontal, requiring
a finite change in time t to induce an infinitesi-
mal change in the independent parameter s. The
function S is said to be right-invertible, and there
exists a unique onto mapping S from t ∈ [t0, tf ]
to s ∈ [s0, sf ], but the reverse mapping R is not
one-to-one. Figure 3 illustrates this case. When this
situation occurs the HJB PDE (6), the Hamiltonian
(7), and the state/adjoint dynamics (8) and (9)
become undefined and the value function Ṽ (x, s)
experiences a discontinuity, violating one of the
assumptions of the HJB PDE derivation. This is
the case the motivating problem in §II emphasizes.

3) l(x,u, t) = ±∞ and l(x,u, t) = 0 over t ∈ [t0, tf ].
The function experiences discontinuities on both
the domain t ∈ [t0, tf ] and the range s ∈ [s0, sf ],
and is neither left- nor right-invertible. Figure 4
illustrates this case.

4) −∞ < l(x,u, t) < ∞ over t ∈ [t0, tf ]. The S has
both a positive and negative slope over its domain
t ∈ [t0, tf ]. The function S is right-invertible, as
the mapping from t ∈ [t0, tf ] is onto, though the
reverse mapping is not onto. Figure 5 illustrates
this case.

These cases motivate the following remarks

Remark III.2. Parameter Mapping Function Inte-
grand Constraints
For the mapping S(x(⋅),u(⋅), t) to be invertible, the
parameter mapping function integrand l(x,u, t) must
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tft0
s0

sf

t
t1 = t2

s1

s2
l(x(t),u(t), t)s

t

S(x(·),u(·), t)

Fig. 2. Case 1: l(x, u, t) = ±∞

tft0
s0

sf

t
t1 t2

s1 = s2

l(x(t),u(t), t)

S(x(·),u(·), t)

s

t

Fig. 3. Case 2: l(x, u, t) = 0

tft0
s0

sf

t
t1 = t2

s1

s2

t3

s3 = s4

t4

l(x(t),u(t), t)

S(x(·),u(·), t)

Fig. 4. Case 3: l(x, u, t) = ±∞ and l(x, u, t) = 0

satisfy either of the following inequalities:

0 < l(x,u, t) < ∞, ∀t ∈ [t0, tf ] (10)

or
−∞ < l(x,u, t) < 0, ∀t ∈ [t0, tf ] (11)

Requiring either (10) or (11) ensures that the mapping
s = S(x(⋅),u(⋅), t) is one-to-one and onto.

Remark III.3. Ideal Integration Domain
If the GIP mapping function S is both left- and right-
invertible, then both the GIP HJB PDE (6) in s and the
classical HJB PDE in t are suitable settings in which

tft0
s0

sf

t

S(x(·),u(·), t)

l(x(t),u(t), t)

Fig. 5. Case 4: −∞ < l(x, u, t) < ∞

to solve optimal control problems. If S is only right-
invertible, then the traditional HJB PDE propagated in
t may be a more convenient domain for solving optimal
control problems. If S is only left-invertible, then the GIP
HJB PDE (6) in s may be the most convenient domain
in which to solve optimal control problems. A change in
coordinates and/or control variables may significantly
alter the invertibility of the GIP mapping function.

Remark III.4. Reachability with Integration Equality
Constraints
Given a reachability problem with an integration con-
straint of the form

∫

tf

t0
c(x,u, τ)dτ + c0 − cf = 0

where tf > t0 is unspecified, the constraint integrand
c(x,u, t) may be used as the parameter mapping inte-
grand l(x,u, t), and the corresponding value function
Ṽ (x, s) computing using the GIP HJB PDE

∂Ṽ

∂s
+ opt

u∈U
[
L̃(x,u, s)
c̃(x,u, s)

+
∂Ṽ

∂x

T
f̃(x,u, s)
c̃(x,u, s)

] = 0

by integrating over the parameter constraints s ∈

[s0, sf ] = [c0, cf ].
Proof: Substituting c(x,u, t) = l(x,u, t) and defining
c̃(x,u, t) = c(x,u,R(x,u, t)) into (6) directly generates
the above result. ◻

Remark III.4 briefly discusses the primary means by
which free-time reachability problems with an integral
constraint may be approached using the GIP HJB PDE
framework. Several short illustrations are now given
to explore some choices of the GIP mapping function
integrand l(x,u, t).

ILLUSTRATION III.1: Unity Parameter Mapping
Choosing l(x,u, t) = 1 gives s = t. Substituting into (6)
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yields

∂V

∂t
+ opt

u∈U
[L(x,u, t) +

∂V

∂x

T

f(x,u, t)] = 0

which is the traditional HJB realization. This GIP map-
ping is similar to that shown in Figure 1.

ILLUSTRATION III.2: Negative Time Reachability
Choosing L(x,u, t) = 0 and l(x,u, t) = −1 produces s =
−t. Substituting into (6) yields

∂V

∂t
+ opt

u∈U
[ −

∂V

∂x

T

f(x,u, t)] = 0

which is the traditional reachability HJB realization
with negative time dynamics. Negative time dynamics
are used in backward reachability problems. This GIP
mapping is nearly the same as shown in Figure 1, but
with a negative slope.

ILLUSTRATION III.3: Performance is the Independent
Parameter In the case that the integrand l(x,u, t) of the
mapping function S(x(⋅),u(⋅), t) is the Lagrangian of
the performance function being optimized,

l(x,u, t) = L(x,u, t)

This corresponds to a situation in which the independent
parameter s is synonymous with the total performance
P , as

P = s = S(x(⋅),u(⋅), t) = ∫
t

t0
L(x(τ),u(τ), τ)dτ

The GIP HJB PDE (6) is reduced to

∂Ṽ

∂s
+ 1 + opt

u∈U
[
∂Ṽ

∂x

T
f̃(x,u, s)
L̃(x,u, s)

] = 0 (12)

Note that if the Lagrangian is chosen to be identi-
cally zero but the original mapping function l(x,u, t) =
L(x,u, t) is kept, then the 1 is eliminated and (12)
appears exactly as a traditional time-based optimal reach-
ability formulation. However in this instance it is with
respect to the performance function P that the HJB PDE
is integrated. This situation is precisely the one found in
the motivation problem introduced in §II.

Now that sufficient discussion and illustration has
been given to the GIP HJB PDE, a method by which
a sublcass of problems with GIP mapping functions
shown in Case 2 (l(x(t),u(t), t) = 0) may be solved
is introduced. Importantly this approach applies to the
motivating primer vector problem.

Lemma III.1. Solving Optimal Reachability Problems
with ∆V Mapping Functions Given an optimal reacha-
bility problem with control appearing as an acceleration
and a GIP mapping function l(u(t)) = ∥u(t)∥2 = 0
over t ∈ [t0, tf ] where tf is unspecified, the optimal
reachability problem may instead by solved by writing
the dynamics in terms of the n − 1 constants of motion
k(x, t) ∈ Rn−1, considering the original control acceler-
ation u to be impulsive, and using the nth time-varying
state K(x, t) ∈ R as an additional control parameter.
Proof: The time-dynamics of the n−1 constants of motion
may be written as

k̇ = g(k,K(k, t), t)u

The corresponding GIP HJB PDE (6) is:

∂Ṽ

∂s
+ opt
K,u∈U

⎡
⎢
⎢
⎢
⎢
⎣

∂Ṽ

∂k

T

g̃(k,K, s)
u

∥u∥2

⎤
⎥
⎥
⎥
⎥
⎦

= 0

The HJB PDE is well defined over s ∈ [s0, sf ], as when
∥u(t)∥2 = 0 the constants of motion k have absolutely
no dynamics (dk/dt = 0). Conversely, as the optimal
trajectory is propagated in the s-domain the constants
of motion are never stationary (dk/ds ≠ 0). ◻

Lemma III.1 provides a method by which the impul-
sive variant of the fuel-constrained, free time optimal
reachability problem may be solved. A detailed applica-
tion of this Lemma to on-orbit range may be found in
[17] and a simple worked example is given in the next
section.

IV. WORKED EXAMPLES

Two straightforward analytical examples are given
here. The first generates the aircraft range equation result
using the GIP HJB PDE, while the other applies Lemma
III.1 to the linear 2nd-order oscillator.

A. Aircraft Range

The aircraft range equation developed by Louis
Breguet is a classic formula that generates a nomi-
nal aircraft range based on a specified final mass mf

(dry mass) and initial mass m0 (wet mass) such that
m0 = mf + ∆m. For steady-state level flight, the one-
dimensional equation of motion is

ṙ =

√
2mg
ρCLS

(13)

where r is distance, m is the current mass at time
t ∈ [t0, tf ], CL is the coefficient of lift, and S is the
nominal surface area of the lifting surface. To apply the
GIP HJB PDE to computing the range of an aircraft
as a reachability problem, a GIP mapping is first found,
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then the resulting GIP HJB PDE is simplified and solved.
Aircraft are limited in the mass of fuel they carry, making
mass an ideal GIP. The mass GIP mapping function is
chosen to be

∆m =mf −m0 = ∫

tf

t0

dm

dτ
dτ

For most aircraft systems, ṁ may be modeled as pro-
portional to the propulsion system thrust, ṁ = −kFt.
Substituting the steady-state thrust Ft = (CD/CL)mg
generates ṁ = −k(CD/CL)mg. The GIP mapping func-
tion then becomes

m(t) = ∫
t

t0
(−k

CD
CL

m(τ)g)dτ +m0

This function is a one-to-one and onto mapping from
[t0, tf ] to [m0,mf ] as long as m > 0 ∀t ∈ [t0, tf ],
making the optimal trajectory in mass recoverable in
terms of time (and back to mass as well). The equations
of motion defined in (13) are scalar and do not involve
control. Thus without loss of generality L̃(x,u, s) = 0
and the range set is dependent only on propagation
of the system dynamics. The GIP HJB for the steady-
state, constant altitude aircraft case is written after some
simplification as

∂Ṽ

∂m
+
∂Ṽ

∂r

⎛

⎝
−

1
kmg

¿
Á
ÁÀ2CLmg

ρC2
DS

⎞

⎠
= 0 (14)

with the boundary condition r0 = 0 and integration
over m0 to mf . The objective in solving this PDE is
to compute Ṽ (r,m) over [m0,mf ]. The values of r
where Ṽ (r,m) = 0 over [m0,mf ] are the ranges for
those aircraft masses. Equation (14) may be solved by
separation. Integrating with respect to m over [m0,mf ]

yields the classical Breguet equation

r =
2
k

¿
Á
ÁÀ 2

ρgS

CL
C2
D

(
√
m0 −

√
mf)

If the initial condition Ṽ (r0 = 0,m0) = 0 is imposed,
the equivalent value function solution to the PDE (14)
Ṽ (r,m) is

Ṽ (r,m) = r −
2
k

¿
Á
ÁÀ 2

ρgS

CL
C2
D

(
√
m0 −

√
m) (15)

for r ∈ [0,∞) and m ∈ [m0,mf ]. Using the GIP HJB
PDE (mass rather than time) produces the same result as
the more straightforward change of integration variables
in the original derivation by Breguet.

B. Amplitude Range

In this example the maximum free-time, control-
limited range (reachability) of the classic 2nd-order
oscillator amplitude will be solved using the approach
outlined in Lemma III.1. A 2nd-order linear oscillator
ẍ = −ω2

nx + u may be written in terms of integrals of
motion A and θ:

Ȧ = fA(A, θ, u) =
cos θ
ωn

u (16)

θ̇ = fθ(A, θ, u) = ωn −
sin θ
A

u (17)

where A is the amplitude of the oscillation in position
coordinates, θ is the angle x and ẋ in the phase space, ωn
is the natural frequency, and u is an acceleration input.
Choosing the GIP to be ∆V requires the GIP mapping
function integrand l(x, ẋ, u, t) to be defined such that

∆V = Vf − V0 = ∫

tf

t0
∣u(τ)∣dτ

In this case, if the traditional coordinates x and ẋ
are used the mapping function becomes problematic if
u(τ) = 0 (see Case 2 in §III). Because A is constant
in the absence of control there is no discontinuity. The
phase angle θ however is not constant in the absence
of control. Fortunately θ appears in terms of sin and
cos operations, and if the input u(τ) is allowed to
be impulsive, we may treat θ as a control parameter.
Thus, to compute the time-free, control-limited range
of the amplitude A, the goal is now to find θ and u
that satisfy the GIP HJB PDE. These assumptions have
transformed the mapping function such that the problem
satisfies Remark III.2. For this example the GIP HJB
PDE becomes

∂Ṽ

∂∆V
+ sup
θ∈[0,2π),u

[
∂Ṽ

∂A

f(A, θ, u)

∣u∣
] = 0

The Hamiltonian is then written as

H = sup
θ∈[0,2π),u

[pA
cos θ
ωn

sgn(u)] (18)

Upon inspection, the optimal control policy
(θ∗, sgn(u∗)) is

(θ∗, sgn(u∗)) = {
(0,1) or (π,−1) if pA ≥ 0
(π,1) or (0,−1) if pA < 0 (19)

The result in (19) is very intuitive. If pA ≥ 0,
(θ∗, sgn(u∗)) will increase A (Ȧ > 0). Conversely, if
pA < 0, (θ∗, sgn(u∗)) will decrease A (Ȧ < 0). Since
the objective is to maximize the range of A it is now
assumed that pA > 0 (the minimum case can be found
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by choosing pA < 0). The GIP HJB PDE with the optimal
control input becomes

∂Ṽ

d∆V
+
∂Ṽ

dA

1
ωn

= 0

This PDE is separable and can be re-written as

dA = −
1
ωn
d∆V ⇒ ∫

A

A0

dA =
1
ωn
∫

∆V

0
d∆V

yielding the value function Ṽ (A,∆V ):

Ṽ (A,∆V ) = A −A0 −
1
ωn

∆V (20)

Recalling that reachability sets are defined as level sets
of Ṽ (A,∆V ) = 0 generates

A = A0 +
1
w

∆V

which is the maximum time-independent amplitude
range given an integral constraint on the control effort u
(∆V ). To verify this solution partials of Ṽ (A,∆V ) are
evaluated and compared with the GIP HJB PDE:

∂Ṽ

∂∆V
+
∂Ṽ

∂A

cos(0)
ωn

sgn(1) =
1
ωn

−
1
ωn

= 0

which satisfies the GIP HJB PDE.

V. CONCLUSION & FUTURE WORK

Fuel-optimal control for systems affine in control,
specifically spacecraft, is used to motivate a rigorous ex-
amination of how optimal reachability sets using General
Independent Parameters (GIPs) may be generated and
how specific singular mappings may be circumvented.
The mapping function between time and an arbitrary
GIP is defined and the transformation of the time-
dynamics into the dynamics with respect to a new GIP is
given. Starting with the Dynamic Programming Equation
the necessary conditions of optimality along optimal
trajectories are combined with the GIP mapping function
definition to derive the GIP HJB PDE using the new
independent parameter. Necessary conditions for left,
right, and full invertibility of the GIP mapping function
are given and a discussion of convenient independent pa-
rameters is given. The dynamics of the adjoint state using
the new GIP is shown to mirror those of the time-based
adjoint dynamics. A method is introduced by which the
mapping singularity in the primer vector problem may
be circumvented using constants of integration and im-
pulsive assumptions. Both the classical Breugot aircraft
range equation and the 2nd-order oscillator amplitude
range equation are developed as simple worked examples
of the GIP HJB PDE reachability applications.
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