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Abstract— This paper introduces the concept of a bottleneck-
switches cooperation in the explicit rate-control framework of
Asynchronous Transfer Mode (ATM) networks. The proposed
controller regulates the rates of available bit rate (ABR) traffic
class and requires only local information exchange between
bottleneck nodes. A sufficient condition for network closed loop
stability is given and it is used for switch-controller parameters
design. A realistic numerical validation is carried out by a
discrete packet simulator.
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I. INTRODUCTION

Todays Internet only provides Best Effort Service by

processing traffic as quickly as possible without guarantee

any Quality of Service (QoS)[1]. With the rapid increase

of demands for Internet service quality it is becoming

apparent the business opportunity for the web-companies in

developing several service classes will likely be demanded.

The introduction of new types of services in the fixed and

mobile communication networks underlines as the problem

of network congestion control remains a critical issue. In

this scenario Asynchronous Transfer Mode (ATM) is a one

of the key technology for integrating broadband integrated

services (B-ISDN) in heterogeneous networks where data,

video and voice sources transmit information. To support

multimedia traffic, the ATM Forum [2] has defined different

service classes of which Available Bit Rate (ABR) is one

that responds to network congestion by means of a feedback

control mechanism. In particular a feedback signal may be

in the form of an Explicit Rate (ER) provided on an end

to end basis via Resource Management (RM) cells. Usually

ABR traffic is not sensitive to service rates nor delays but is

sensitive to packet loss so that the throughput of a connection

can be decreased as much as necessary, in order to alleviate

congestion. In ATM networks, the ABR class is served only

if there is some bandwidth left by the constant bit-rate (CBR)

class or/and the variable bit rate (VBR) class which get

the higher scheduling priority. So, at a given switch buffer,

when both ABR traffic and CBR/VBR traffic are backlogged,

the packets from the higher quality of service traffic are

processed first, and the best effort traffic is served only if

there is some bandwidth left by the CBR/VBR traffic. So if

the rate of each ABR source is not controlled, congestion

may be caused. Associated with each switch buffer there is

a rate controller that computes the explicit rate (ER) for each

user in order to efficiently allocate the unused bandwidth of

link to the ABR traffic and avoid buffer overflow.
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Many papers in the literature consider the problem of

designing the ATM controller at bottleneck link dealing with

ABR traffic flows. In [3] a control scheme based on a Smith’s

predictor is presented that, although it obtains good set point

regulation, it can be sensitive to the delay uncertainties. In

[4], [5], robust controllers are designed for guaranteeing

robustness against multiple time-delays, set point queue

length regulation at the bottleneck link while it is satisfied

a weighted fairness condition. In [6], it is shown that the

stability of the congestion control system with a single source

is equivalent to the stability of the one with multiple sources

for linear controller, concluding that if the system is stable

for a single source it will be stable for an arbitrary large

number of sources. In [7] the authors design a PD controller,

where the control parameters can be designed to ensure the

closed loop stability over a wide range of propagation delays.

In [8] is discussed how to use the RouthHurwitz stability

criterion to design and analyze the stability of a flow control

algorithm with feedback delay for ABR traffic, while in [9]

a novel integral sliding mode control strategy is designed for

rate control problem in ATM networks. In [10] the authors

introduced an algorithm enhancements for convergence rate

improvements, queue management, and a coefficient bias

reduction without compromising the computational complex-

ity. All the aforementioned approaches concern the design of

the rate regulator that uses local information at the switch

for control purpose (i.e. queue length, virtual rate) and

most of their theoretical results refer to the case of single

bottleneck scenarios. In this work, we would like to introduce

a concept of a cooperative-based rate control in the explicit-

rate control framework of ATM-networks. The basic idea

of the proposed strategy is to enhance rate control protocol

functionality through bottleneck nodes coordination in order

to alleviate and to mitigate congestion effects on the network

performance. Moreover, we consider a multibottleneck sce-

nario in the presence of time delayed heterogeneous sources.

In the recent years distributed coordination of multi-agent

systems have received significant attention (i.e see [11] and

reference therein). One common feature of this research

is to allow every network agent automatically address a

common objective using only local information received

from its neighboring agents. To our knowledge, despite

of the successful application of multi-agent approach in

several applications (i.e. formation flight, robot swarm), the

development of network rate control based on cooperative

theoretic concepts is quite unexplored. In particular the paper

focus on the introduction of Cooperative Rate Control (in the

follows briefly CRC) scheme in order to i) stabilize the ATM

network; ii) balance the network queues length at a desiderate

2011 American Control Conference
on O'Farrell Street, San Francisco, CA, USA
June 29 - July 01, 2011

978-1-4577-0079-8/11/$26.00 ©2011 AACC 3423



1 2

4 3

5

S1

S2

S3

Fig. 1. ATM Network graph

set point value, reducing packet loss and improving link

utilization; iii) enhance the controller robustness to load

and round trip time variations; iv) guarantee max-min fair

bandwidth allocation to the sources. Moreover, the presence

of multi-bottleneck and heterogeneous sources time delay is

taken into account in the problem formulation. The control

requires only local information exchange between bottleneck

nodes. Finally, we use ATM packet simulator to demonstrate

that the proposed control can be implemented and that it

achieves the network desired behavior in a more realistic

scenarios.

The rest of the paper is outlined as follows. In Sec. II, an

ATM multibottleneck model used in this paper is described.

In Sec. III, a cooperative rate control and closed loop stability

condition are presented. The effectiveness of the control law

is validated and tested through packet numerical simulations

in Sec. IV. Finally, conclusions are outlined in Sec. V.

A. Notation

Given a vector x∈ Cn, xi denotes its i-th component,

while X = diaggen{x} is a diagonal matrix in Cn×n

generated by the vector x and having x as diagonal. Given

a matrix A, σ(A) denotes the spectrum of A while f(A) is

the field of values of A. For a set V⊂ C, Co(V ) denotes the

convex hull of V , while |V | denotes the cardinality of V .

For a square matrix B with real eigenvalues, λ(B) denotes

its spectrum, λm (λM ) denotes the algebraically smallest

(largest) eigenvalue. Finally, s denotes a Laplace complex

variable.

Let G(N,E,A) be a graph with the set of links N , set of

edges E ⊆ N ×N , and an adjacency matrix A = {aij} with

nonnegative adjacency elements. The set of neighbors of i-th
link is defined by Ni = {kǫN : aik = 1}. Considering an

undirect graph, the degree value di of link i is the number of

the neighbors of link i-th (e.g. |Ni|). The Laplacian matrix

L = [lij ] is defined by:

lij =

{
∑N

j=1,j 6=i aij , i = j;

−aij , i 6= j.

By the Laplacian definition results: L = D−A with D is the

|N |× |N | diagonal matrix having in position i-th the degree

value di of the link i-th. We define the extended Laplacian

as L̃ = L+ I , with I being the identity matrix of opportune

dimensions.

II. AN ATM NETWORK MODEL

In the recent years various dynamic models have been

used by a number of researchers to model a wide range

of queueing and contention systems. Several variants of the

fluid model have been extensively used for network perfor-

mance evaluation and control (i.e. [5], [12]). Here, the main

objective is to consider a low order complexity model of

multi-bottleneck capturing the essential dynamics of network

behavior which is suitable for a decentralized cooperative

control design. Moreover, we would like to consider in the

model the presence of time-delays in the sources data-flow. A

time-delay is due the time elapsed between a rate command

signal by a switch controller and the actual time this rate is

set. This delay from the control input to the regulated output

is the sum of two delays (backward delay τb from controller

to source and forward delay τf from source to controller)

named the round-trip time delay RTT. Considered a network

graph consisting by a set of congested links N = {1, 2, .., n}
and M = {1, 2, ..,m} accessing sources by a specific source-

destination path (i.e in Fig. 1 n = 4 and m = 3), the source-

link interconnections can be described by the routing-matrix:

Rij(s) =

{

e−sτi,j , if source j traverses link i;

0, otherwise.

with τi,j denoting the delay of the source j with respect to

(w.r.t) link i. For sake of notation we denote with Rf
ij(s) the

forward routing matrix of elements e−sτfi,j with τfi,j
is the

forward time delay from source j to link i, and let Rb
ij(s)

the backward routing matrix of elements e−sτbi,j with τbi,j

is the backward time delay from link i to source j. In this

way, the source j-th has w.r.t link i-th the round trip time:

RTTi,j = τfi,j
+τbi,j

. Starting from the fluid queue model of

a single bottleneck and multiple time delayed sources widely

used in the literature (i.e. [3], [4], [5], [6]), and denoted with

ni the number of source connections accessing to the i-th
bottleneck link, qi(t) the queue length at the bottleneck link

i-th and r
i,j

(t) being the data flow rate of the j-th source,

the ATM network dynamic model is described by:

q̇i(t) =
∑

jǫS̄i

ri,j(t − τfi,j
) − ci(t)

for iǫN and jǫS̄i = {sǫM : s across the link i − th} and

ci(t) being the rate at which data is sent out from the link.

For sake of clarity we introduce the set of virtually bottleneck

neighbors of i-th link defined as Ni = {k ∈ N : S̄i

⋂

S̄k 6=
∅, aik = 1}. In other words, virtually bottleneck neighbors

are bottlenecks sharing source paths. For instance referring

to Fig. 1, the output link of node 2 and the links 1 7→ 2,

3 7→ 2 share the paths of the sources S1, S2 and S3 and

so they are virtually bottleneck neighbors. The overall graph

composed of bottleneck nodes and their virtual neighbors

is a virtual graph. According to the rate control strategies

presented in the literature (see i.e. [3]-[10] and references
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therein), we consider that source rates r
i,j

(t) will be assigned

to the sources j-th by a feedback controller ui,j located at the

bottleneck i-th resulting in the following closed loop model:

q̇i(t) =
∑

jǫS̄i

ui,j(t − RTTi,j) − ci(t) (1)

with RTTi,j is the round trip time of the source j-th w.r.t

link i-th. We note that the source rate commands ui,j

should satisfy the constrain on the aggregate available rate

ui computed by the controller. So if ui,j = ki,jui, ki,j

are non negative controller parameters to be fixed so that
∑

jǫS̄i
ki,j ≤ 1. Let us assume ([2]) that the source j-th sends

packets according to the minimum rate value umj among the

rate values assigned by the links along the path of its flow

(i.e. umj = mini ui,j with iǫBj = {lǫN : l is a bottleneck

for the source j}). Because the minimum operation is taken

over a finite number of links and each flow j-th has at least

one bottleneck on its path, there should exist umj , ∀j ∈ M .

We do the following assumptions: A.1) we assume that the

sources are persistent until the closed-loop system reaches

steady state meaning that the source always has enough data

to transmit at the allocated rate; A.2) we assume all links

to be bottleneck so we can assume ci(t) = ci with ci to be

the i-th link capacity. In the next section we will introduce

a cooperation based rate control at the bottleneck link that

adjusts sources rate according to both its own congestion

level (i.e. queue length) and that of its virtually bottleneck

neighbors.

III. COOPERATIVE RATE CONTROL

In what follows we will present a coperative rate control

and a we will give a sufficient condition for network closed

loop stability that can be used for controller parameters

design.

Theorem 1: Consider a n-links m-sources communication

network described by (1). Chosen the cooperative control

action ui,j(t) = ki,j

∑

kǫNi

⋃

{q0}
(qk(t) − qi(t)) + kfi,j

ĉi(t),
then the following hold:

a) the network is globally asymptotically stable if

ki,j <
π

2|S̄i|RTTM iλM
, (2)

∀iǫN , ∀jǫS̄i, with RTTM i = max{RTTi,j , jǫS̄i}, λM

maximum eigenvalue of L̃, kfi,j
ĉi(t) is a feedforward

action for link capacity allocation with gain kfi,j
and

link capacity estimation ĉi(t).
b) the network queues asymptotically converge to the same

set point value q0 with resulting queue balancing state.

We remark that the control law ui,j(t) is composed by the

feedback cooperative term ki,j

∑

kǫNi

⋃

{q0}
(qk(t) − qi(t))

(including the pinning term in q0) and by the feedforward

action term cfi,j = kfi,j
ĉi(t). So we need to design feedback

gains ki,j and feedforward gains kfi,j
.

Note that from A.2 we have ĉi(t) = ci and results cfi,j =
kfi,j

ĉi(t) = kfi,j
ci. We design cfi,j in order to allocate the

i-th link capacity ci, fulfilling the constraint that the total

capacity made available to sources is less or equal than ci.

In particular, choosing kfi,j according to

wj
∑

kǫS̄i
wk

(3)

with wj being the priority-weight associated to the source j-

th, the amount of capacity allocated to the j-th source then

results: cfi,j =
wj

∑

kǫS̄i
wk

ci. In so doing, the allocation of

the available capacity among sources guarantees not only

that the allocated capacity is within bounds but also that the

allocation is proportionally fair. With proportional fairness,

sources with greater weights wj are allocated a larger amount

of capacity, causing an heavy reduction in the allocation

for other sources. We can interpret wj as pre-assigned level

of Quality of Service to the source j-th. Thus (3) can be

used for feedforward gains kfi,j
design purpose in order to

fair allocate the available capacity ci on the base of source

priorities. In particular, in the case of equal wj for all j,

the resulting capacity allocation is max-min fair. In what

follows we will give a proof of Theorem 1 that can be used

for feedback gains design.

Without loss of generality, we assume ki,j = ki ∀jǫS̄i.

In so doing all sources sharing a common link receive the

same rate command signal ui,j = kiui, ∀jǫS̄i.

Proof: a)

The cooperative feedback term at link i-th regulates the

sources rate according to both its level of congestion qi

and the level of congestion qk, kǫNi of its neighbors.

Substituting ui,j in the closed loop equation (1) and being
∑

jǫS̄i
kfi,j

ĉi(t) =
∑

jǫS̄i
kfi,j

ci = ci by chosen kfi,j

according to (3), then results:

q̇i(t) =
∑

jǫS̄i

ki,j

∑

kǫNi

⋃

{q0}

(qk(t − RTTi,j) − qi(t − RTTi,j)).

Considering ki,j = ki and separating the set point term in

q0, we obtain:

q̇i(t) =
∑

jǫS̄i

ki(
∑

kǫNi

(qk(t − RTTi,j) − qi(t − RTTi,j))+

+q0 − qi(t − RTTi,j)); (4)

q̇i(t) = ki

∑

jǫS̄i

(
∑

kǫNi

(qk(t − RTTi,j) − qi(t − RTTi,j))+

−qi(t − RTTi,j)) + ki|S̄i|q0.

Notice that
∑

kǫNi
(qk(t) − qi(t))−qi(t) represents the i−th

element of product −L̃q(t) with q(t) = [q1, .., qn]T being the

vector of network queue lengths at the time t. Defined R̃(s)
the delay diagonal matrix with

∑

jǫS̄i
e−sRTTi,j on the i-th

diagonal position, K = diaggen{k} the controller feedback

gain matrix, P (s) = diaggen{ 1
s} the queue process then the

controlled network reduces to the feedback control system

with q0 as reference queue length and having the following

return ratio transfer function:

H(s) = KR̃(s)P (s)L̃.
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Beside results:

σ(H(s)) ⊂ f(KR̃PL̃) ⊂ f(KR̃P )f(L̃) =

Co{kir̃ipi}Co{λ(L̃)} ⊆ Co{ki

∑

jǫS̄i

e−sRT Ti,j

s }[λm, λM ].
Indeed being the matrices normal [13] the first and

the second above inclusions follow from the spectral

containment and field values properties, the next equality

follows from the normality property [13]. We note that

the real part of the set Co{ki

∑

jǫS̄i

e−sRT Ti,j

s } is lower

limited by the point −kiRTTM i|S̄i|
2
π when we set

RTTi,j = RTTMi
, ∀jǫS̄i and sRTTMi

= jw π
2 .

So chosen kfi,j
according to (3), if (2) holds then H(jw)

do not intersect (−∞,−1] for all w and for the Generalized

Nyquist criterion [14] the closed loop system is global

asymptotically stable. This completes the proof a).

Proof: b)

One expectant goal of the proposed cooperative law is to

bring the network to the balanced desired equilibrium so

that qi = q0, for all i ∈ N , with q0 being the target

value for the all network queues. Indeed the ATM network

under the proposed cooperative control law ui,j presents the

equilibrium point q̄i = q0, for all i ∈ N as easily results

from the closed loop equation (4). We show the convergence

of the network to the above equilibrium point by computing

the set point error e(t) between the queue values and the

step reference q0

s 1n with 1n being the n dimension vector

of all 1. Let So(s) the sensitivity function of the closed loop

system, from the final value theorem the steady-state value

of the set-point error results:

lim
t→∞

e(t) = lim
s→0

sE(s) = lim
s→0

sSo(s)
q0

s
1n =

= lim
s→0

s(sI + KR̃(s)L̃)−1q01n = 0

being K a stabilizing controller for proof a), So(0) = 0 and

KR̃(0)L̃ an invertible matrix 1. This completes the proof of

Theorem 1.

Remark 1: Observing the condition (2), we note that the

network stability depends: i) on the feedback gains ki,j ; ii)

on the number of sources and round time delay; iii) on

the virtual interconnection topology by the largest extended

Laplacian eigenvalue λM . Being RTTM = τpM
+ B/ci

with τpM
is the maximum propagation delay and B is

the buffer size of the i-th link, then (2) becomes ki,j <
π

2|S̄i|(τpM
+B/ci)λM

. Therefore we can tune the feedback

controller gains ki,j depending on the network parameters

(i.e. link capacity ci, buffer length B).

IV. CONTROLLER VALIDATION

Now, we shall seek to validate the effectiveness of the

CRC controller derived above and compare its performance

with respect to standard ATM congestion controller schemes

in classical multibottleneck scenarios. To this aim we used

the NISTHFC ATM network simulator [15] (in the follows

shortly NIST), a packet network simulator developed to

1Indeed it is strictly diagonally dominant matrix and hence for Geršgorin
theorem is invertible

Fig. 2. NIST Experiment - Multibottleneck scenarios

provide a means for researchers and network planners to

analyze the behavior of ATM networks. The aim of the

packet simulator validation is twofold. Firstly, to test the

controller performance in a more realistic environment taking

into account also the effects of discretization and nonlinear

nature of network behavior. Secondly, to assess that the

proposed protocol can be implemented by using the existing

packet signaling of ATM protocol: it is used the available

field of RM cell for sending control information between

the neighbor links. Moreover, we compare the CRC perfor-

mance with respect to standard ATM rate controller scheme

ERICA (Explicit Rate Indication for Congestion Avoidance)

algorithm [16] and EPRCA [17].

Simulations refer to the general multibottleneck topology

composed by 3 bottleneck level as depicted in Fig. 2 con-

nected by links with capacities of 155Mb/s. The source-

destination paths are detailed in Table I. Ordinary sources

have minimum bit rate of 100Mb/s and maximum bit rate

of 160Mb/s. Moreover, for heavy overloading the switches,

we consider also the presence of VBR traffic as disturbance

with average rate of 100Mbit/s, burst average length 2ms,

burst period of 5ms and cells average generation 300. The

target queue length q0 corresponds to 180 cells (60% of the

buffer switch length).

Source Path Destination

S1 ... Sm1
q1 - q2 D1 ... Dm1

Sm1+1 ... Sm2
q1 - q2 - q3 Dm1+1 ... Dm2

Sm2+1 ... Sm q2 - q3 Dm2+1 ... Dm

TABLE I

SOURCE-DESTINATION PATHS

The sampling period of the CRC control scheme is 2ms.

For all other schemes the controller parameters, the sampling

frequency, such as the rest of unspecified parameters, are

fixed to values recommended in the original papers and in

NIST simulator. Namely, we investigate (i) nominal case (ii)

the robustness of CRC to network parameter uncertainties in

terms of load and round trip time variations. We evaluate the

performance calculating link utilization, packet loss and JAN

index. The latter index quantifies how much the allocation

is unfair with respect to the max-min one [18]. So, in what

follows we’ll consider for sake of example the case of max-

min resource allocation (i.e. sources have the same priority

wj and kfi,j
= 1/S̄i ∀jǫS̄i).
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A. Nominal case

We consider the CRC algorithm under nominal condition

and in the presence of VBR traffic. The CRC feedforward

gains are tuned for max-min resource allocation purpose (e.g.

sources have assigned the same priority wj and kfi,j
=

1/S̄i ∀jǫS̄i), while the CRC feedback gains are designed

according to (2). Table. II shows the steady state value of

the switch queue length as % of the buffer size. Notice that

the CRC guarantees queue balancing and set point regulation

than the other controllers.

Switch1 Switch2 Switch3

CRC 59 60 60

ERICA 5 30 4

EPRCA 15 5 6

TABLE II

STEADY STATE VALUE OF THE SWITCH QUEUE LENGTH

B. Robustness to load and round trip time uncertainties

In the follows we evaluate the robustness and the fairness

performance of the CRC controller in the presence of both

static load and round trip time variations.

1) Robustness to load variations: we consider the multi-

bottleneck topology introduced above and repeat the simula-

tion for different load N varying from 5 to 80. For each value

of the load, we compute the link utilization and the Jan index

for each switch. As shown in Fig. 3, the EPRCA and ERICA

control schemes present the worsening of performance when

the load increases. Differently, CRC scheme presented in

this paper achieves a good queue stabilization with packet

loss reduction and max-min fair link utilization also in the

presence of load network uncertainty. This is very important

point since the CRC controller presents a good scalability

feature avoiding the performance degradation (packet losses,

fairness, link utilization) even for increasing source demands

considerably exceeding the link capacity.

2) Robustness to variations of the round trip propagation

delay: we now consider variations of the average round

trip propagation delay between 0.1 and 0.8 s. In Fig. 4,

the performance indexes are reported as a function of the

round trip time variations. Also in this scenarios, the CRC

scheme shows the best performance when compared than

the other controllers. This is due to the better CRC queue

stabilization performance with resulting queueing and jitter

delays reduction. On the other side, ERICA and EPRCA

present high queue standard deviation with high variable

sources round trip time and low queue utilization (if the

queue goes frequently to zero). Also the QoS perceived by

the users is strongly degraded.

V. CONCLUSIONS

We have discussed the opportunity of introducing a coop-

erative rate control in ATM Network resource management.

Firstly we have presented a network queue fluid model to

describe the dynamics of the heterogeneous sources access-

ing to multi-bottleneck network and then we have proposed

an ATM cooperative rate control that: i) stabilizes the ATM

network once chosen the (feedback and feedforward) con-

troller parameters according to (2) and (3); ii) balances

the queue length at a desiderate set point value, reducing

packet loss and improving link utilization; iii) is robust to

load and round trip time variations; iv) guarantees max-

min fair allocation under different static network conditions.

The implementation issue of controller has been assessed by

using a packet network simulator.

REFERENCES

[1] P. Ferguson and G. Huston, Quality of Service, ,Wiley, 1998.
[2] ATM Forum Trafficc Management, AF-TM-0056.000. The ATM Forum

Traffic Management Spec. Vers. 4.0, ,April 1996.
[3] D. Cavendish, M. Gerla, S. Mascolo A control theoretical approach

to congestion control in packet networks, IEEE/ACM Transactions on
Networking, Vol 12, No. 5, 2004.

[4] F. Blanchini and R. Lo Cigno and R. Tempo, Robust rate control for

integrated services packet networks, Proc. IEEE/ACM Transactions on
Networking, Vol. 10, N. 5, pp. 644-652, 2002.

[5] P.H. Quet, B. Ataslar, A. Iftar, H. Ozbay, T. Kang and S. Kalyanara-
man Rate based flow controllers for communication networks in the

presence of uncertain time varying multiple time delays, Automatica,
vol.38, pp. 917-928, 2002.

[6] M. L. Sichitiu, Peter H. Bauer, Asymptotic Stability of Congestion Con-

trol Systems With Multiple Sources, IEEE Transactions on Automatic
Control, Vol. 51, N. 2, 2006.

[7] A. Kolarov and G. Ramamurthy, A control-theoretic approach to the

design of an explicit rate controller for ABR service, IEEE/ACM
Transactions on Networking, vol. 7, no. 5, pp. 741-753, 1999.

[8] J. Aweya, M. Ouellette, and D. Y. Montuno, Design and Stability

Analysis of a Rate Control Algorithm Using the RouthHurwitz Stability

Criterion, IEEE/ACM Transactions on Networking, Vol. 12, N. 4,
2004.

[9] T. Ren, G. M. Dimirovski, Y. Jing, X. Zheng, Congestion Control

Using Integral SMC for ATM Networks with Multiple Time-delays

and Varying Bandwidth, Proceedings of the 46th IEEE Conference
on Decision and Control New Orleans, LA, USA, 12-14, 2007.

[10] K. P. Laberteaux, C. E. Rohrs, P. J. Antsaklis, A Practical Controller

for Explicit Rate Congestion Control, IEEE Transactions on Automatic
Control, Vol. 47, N. 6, 2002.

[11] R.M. Murray, Recent Research in Cooperative Control of Multivehicle

Systems, Journal of Dynamic Systems, Measurement, and Control, Vol.
129, N. 5, 2007

[12] C. V. Hollot, V. Misra, D. Towsley, W. Gong, Analysis and Design of

Controllers for AQM Routers Supporting TCP Flows, IEEE Transac-
tions on Automatic Control, Vol 47, no. 6, pp. 945-959, 2002.

[13] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis, Cambridge
University Press, 1995.

[14] C. A. Desoer and Y. T. Yang, On the generalized Nyquist stability

criterion, IEEE Transactions on Automatic Control,1980
[15] Simulation Study of ABR Service over IEEE 802.14 MAC, IEEE

PROJECT 802.14. Cable TV Protocol Working Group, 1997.
http: //www.cs.virginia.edu/papers/97 − 011.pdf

[16] R. Jain, S. Kalyanaraman, R. Goyal, S. Fahmy and R. Viswanathan,
ERICA Switch Algorithm: a Complete Description, AF-TM 96- 1172,
August 1996.

[17] R. Roberts, Enanched PRCA (Proportional Rate-Control Algorithm),
AF-TM 94- 0735R1, August 1994.

[18] R. Jain,, The art of compouter systems performance analisys, Jhon
Wiley Sons,New York, 1991.

3427



L
in

k
 s
w

1
-s

w
2

 u
ti
liz

a
ti
o

n
 (%

)

0              20            40             60             80
N

0         20       40        60        80

N

0         20       40        60        80

N

J
a

in
 In

d
e

x
 fo

r q
(%

)
1

J
a

in
 In

d
e

x
 fo

r q
(%

)
2

0         20       40        60        80

N

J
a

in
 In

d
e

x
 fo

r q
(%

)
3

L
in

k
 s
w

2
-s

w
3

 u
ti
liz

a
ti
o

n
 (%

)

0              20            40             60             80
N

Fig. 3. NIST Experiment - Static Load variations: switches link utilization and Jain index

Fig. 4. NIST Experiment - Static RTT variations: swithces link utilization and packet loss
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