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Abstract— A computational methodology of estimating the
domain of attraction (DA) is addressed for non-polynomial
systems by a descriptor system approach. For an existing
technique of approximating a non-polynomial function, a fur-
ther investigation is conducted on the existence of upper and
lower polynomial bounds of the non-polynomial function. In
formulation of the DA analysis conditions, an implicit form and
a generalized Lyapunov function are utilized for dealing with
the non-polynomial systems in polynomial fashion and provide
two stability conditions which can be reduced to linear matrix
inequality (LMI) problems. A relation between these conditions
is also discussed. Numerical examples illustrate our DA analysis
method.

I. INTRODUCTION

Estimating the domain of attraction (DA) of an equilib-
rium point is an important problem in nonlinear dynamical
systems. For the purpose of estimating the DA, level sets
of Lyapunov functions (LF) are often used [1]. Recently,
computational methods of an estimating the DA using the
LF have been developed for polynomial systems [2], [3],
[4], [5], [6]. These methods utilize solutions of a linear
matrix inequality (LMI) or semidefinite programming (SDP)
problem through sum of squares (SOS) [7] or square ma-
tricial representation (SMR) [8], [9]. Inconveniently, actual
plants such as mechanical and biological systems are not
polynomial systems but descriptor non-polynomial systems.
For dealing a non-polynomial system with polynomial fash-
ion, there have been two approaches that provide a worst-
case guarantee: the first one is replacing non-polynomial
terms with new variables of polynomial and adding new
dynamical equations [10]; the second one is replacing non-
polynomial terms with Taylor expansions and the remainders
having intervals [11], [12]. In a computational method,
stability and stabilization for implicit polynomial systems
[13] and parameter-dependent descriptor systems [14] have
been investigated. In particular, for an implicit form, it is
known that a generalized LF introducing redundant variables
is available for stability and performance analysis [14], [15].

In this paper, a method of estimating the DA is investigated
for a descriptor non-polynomial system. The non-polynomial
terms are approximated by polynomials. To add a consider-
ation of the existing approximate technique, we confirm an
existence of upper and lower polynomial bounds of the terms.
For an implicit form of the system, a generalized LF [14],
[15], [16], [17] is proposed to obtain a scalar type stability
condition for estimating the DA. In addition to this, a matrix
type stability condition is also proposed using the polynomial
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annihilator [18]. Both of the conditions are reduced to LMIs
through SOS or SMR. Numerical examples of estimating the
DA are shown.

This paper is organized as follows. Section II introduces
the problem formulation. Section III describes polynomial
approximation of functions. Section IV presents proposed
analysis methods. Section V explains optimization technique
for polynomial formulation so far. Section VI illustrates
numerical examples. Lastly, VII concludes the paper with
remarks.

Notation:
• vert R: vertices of a polytope R
• A � 0: positive definite matrix
• A′: transpose of matrix A
• 0n: zero vector of size n
• 0n×n: zero matrix of size n× n
• In: identity matrix of size n

II. PRELIMINARIES

Consider the descriptor non-polynomial system[
E0(x(t)) +

r∑
i=1

Fi(x(t))gi(xτi(t))

]
ẋ(t)

= a0(x(t)) +
r∑

i=1

bi(x(t))gi(xτi(t)), x0 = x(0)

(1)

where x =
[
x1, . . . , xn

]′ ∈ Rn is the state, x0 ∈ Rn is the
initial state, the functions E0, F1, . . . , Fr : Rn → Rn×n,
a, b1, . . . , br : Rn → Rn are polynomials, τ1, . . . , τr ∈
{1, . . . , n} are indexes, and the functions g1, . . . , gr : R → R
are non-polynomials. It is assumed for convenience that

a(0n) +
∑r

i=1 bi(0n)gi(0) = 0n.

Most of physical systems satisfy this assumption. In the case
where

E0(x) = In, Fi(x) = 0n×n, i = 1, . . . , r (2)

holds in (1), it is the (non-descriptor) non-polynomial system.
For the system (1), the origin is assumed to be the

equilibrium point of interest. Let φ(t;x0) ∈ Rn be the
solution of the system (1) for t ≥ 0. The DA of the origin
defined by

D =
{
x0 ∈ Rn : lim

t→∞
φ(t;x0) = 0n

}
is the set of initial states which converge to the origin
asymptotically.
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Let v : Rn → R be a continuously differentiable, positive
definite and radially unbounded function. v is supposed to
be an LF for the origin in (1), i.e. the time derivative of v
along the trajectories of (1) is locally negative definite. Then
the level set

V(c) = {x ∈ Rn : v(x) ≤ c} \ {0n}

is an estimate of D if v̇(x) < 0 for all x ∈ V(c).
The problem addressed in this paper is as follows: for a

chosen LF, computing the largest estimate V(c∗) where

c∗ = sup
c>0

c s.t. v̇(x) < 0 ∀x ∈ V(c). (3)

For simplicity, v is a quadratic function in this paper, i.e.
v(x) = x′Px where P is a positive definite matrix of
compatible dimension. This does not limit our method to
quadratic Lyapunov functions. For a higher degree LF, see
Remark 4.7.

III. TAYLOR EXPANSION OF FUNCTIONS

Let us define a set on V(c) as

Vτi(c) =
{
xτi ∈ R : x ∈ V(c)

}
.

It is assumed that the first k derivatives of non-polynomial
gi are continuous on Vτi(c). Then, for each xτi ∈ Vτi(c),
there exists a parameter θi ∈ R such that gi is equivalent to
the Taylor expansion up to degree k − 1 and the Lagrange
form of the remainder:

gi(xτi) = hi(xτi) + θi
xk
τi

k!
(4)

where

hi(xτi) =
k−1∑
j=0

djgi(xτi)

dxj
τi

∣∣∣∣∣
xτj

=0

xj
τi

j!
.

In the form (4), θi exists under the interval [12]:

θi ∈ [θi(c) θ̄i(c)] (5)

where

θi ≤
dkgi(xτi)

dxk
τi

≤ θ̄i ∀xτi ∈ Vτi(c).

By using the interval above, it is possible to show that θi
and θ̄i construct polynomial functions which provide upper
and lower bounds on gi as follows:

Lemma 3.1: If there exist θi and θ̄i satisfying (5), then
gi has polynomial bounds ρ(k)

i
and ρ̄

(k)
i for all xτi ∈ Vτi(c)

such as

ρ(k)
i

(xτi)

xk
τi

≤ gi(xτi)

xk
τi

≤ ρ̄
(k)
i (xτi)

xk
τi

, xτi 6= 0 (6)

where [
ρ(k)
i

(xτi)

ρ̄
(k)
i (xτi)

]
=

[
1
1

]
hi(xτi) +

[
θi(c)
θ̄i(c)

]
xk
τi

k!
(7)

and ρ(k)
i

(0) = ρ̄
(k)
i (0) = gi(0).

Proof: Assume that (5) holds. In the case where xk
τi >

0, one has

θi(c)x
k
τi ≤ θix

k
τi ≤ θ̄i(c)x

k
τi ∀xτi ∈ Vτi(c).

Similarly, in the case where xk
τi < 0, one also has

θ̄i(c)x
k
τi ≤ θix

k
τi ≤ θi(c)x

k
τi ∀xτi ∈ Vτi(c).

Using (4) and (7), we have

ρ(k)
i

(xτi) ≤ gi(xτi) ≤ ρ̄
(k)
i (xτi), xk

τi > 0

ρ̄
(k)
i (xτi) ≤ gi(xτi) ≤ ρ(k)

i
(xτi), xk

τi < 0,

which implies (6). From (4) and (7) again, it is obvious that
ρ(k)
i

(0) = ρ̄
(k)
i (0) = gi(0).

For multiple non-polynomial functions, let us define the
rectangle

R = [θ1, θ̄1]× · · · × [θr, θ̄r].

IV. ESTIMATE CONDITIONS

By introducing the approximation (4), a solution for the
problem of estimating DA has been investigated for the non-
descriptor non-polynomial systems as follows:

Lemma 4.1 ([12]): V(c) is an estimate DA of the system
(1) with (2) if there exist a scalar c(> 0) and a matrix P (� 0)
such that

p̄(x) + q̄(x)′θ < 0 ∀(x, θ) ∈ V(c)× vert R (8)

where

p̄(x) =
∂v(x)

∂x
a1(x), q̄i(x) =

∂v(x)

∂x
a2,i(x)

a1(x) = a0(x) +B(x)h(x), a2,i(x) = bi(x)
xk
τi

k!

B =
[
b1, . . . , br

]
, h =

[
h1, . . . , hr

]′
q̄ =

[
q̄1, . . . , q̄r

]′
, θ =

[
θ1, . . . , θr

]′
.

In the preceding paragraph, we will concentrate on de-
scriptor system (1) again. The system (1) is rewritten to[

E1(x) +
r∑

i=1

E2,i(x)θi

]
ẋ = a1(x) +

r∑
i=1

a2,i(x)θi

by (4) where

E1(x) = E0(x) +
r∑

i=1

Fi(x)hi(xτi), E2,i(x) = Fi(x)
xk
τi

k!
.

Moreover the system above can be represented as

0 = f1(ζ) +
∑r

i=1 f2,i(ζ)θi.

where

f1(ζ) = a1(x)− E1(x)ẋ, f2,i(ζ) = a2,i(x)− E2,i(x)ẋ.

From this system representation, the system (1) is written to
the implicit form:

E ζ̇ = f(ζ, θ), θ ∈ R (9)
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where

E =

[
In 0n×n

0n×n 0n×n

]
, ζ =

[
x
ẋ

]
f(ζ, θ) =

[
ẋ

f1(ζ)

]
+

r∑
i=1

[
0n

f2,i(ζ)

]
θi.

For the system (9), consider a LF candidate:

v#(x) = ζ ′(P#)′Eζ = ζ ′E ′P#ζ (10)

where

P# =

[
P 0n×n

S R

]
.

It is called as the generalized LF and is chosen for stability
analysis [14], [15]. From the fact that

v#(x) = v(x),

both the level sets of v# and v are the same for a level c.
Let us introduce polynomials

p(ζ) = 2ζ ′(P#)′
[

ẋ
f1(ζ)

]
qi(ζ) = 2ζ ′(P#)′

[
0n

f2,i(ζ)

]
q =

[
q1, . . . , qr

]′
.

The following theorem gives conditions on estimating the
DA of (1).

Theorem 4.1: V(c) is an estimate DA of the system (1)
if there exist a scalar c(> 0), matrices P (� 0), S and R
such that

p(ζ) + q(ζ)′θ < 0
∀(x, ẋ, θ) ∈ V(c)× Rn \ {0n} × vert R. (11)

Proof: Assume that (11) is satisfied. One can find that
p is the Taylor expansion of v̇# truncated at degree k−1 and
that q′θ is the remainder of the truncation in the Lagrange
form. Lemma 3.1 represents that non-polynomial function gi
has upper and lower polynomial bounds in Vτi(c) and that
such bounds are determined by any vectors θi ∈

[
θi, θ̄i

]
.

Thus the constraint implies that

p(ζ) + q(ζ)′θ < 0 ∀(x, ẋ, θ) ∈ V(c)× Rn \ {0n} ×R

because p + q′θ is affine in θ and R is a convex polytope.
By the fact that

v̇(x) = v̇#(x) = p(ζ) + q(ζ)′θ,

one can obtain v̇(x) < 0 for all x ∈ V(c).
Remark 4.1: It is possible to obtain a numerical solution

for a relaxed problem of (11) through SOS or SMR. More
precisely, the relaxed problem is not a convex but a quasi-
convex, which can reach to an optimal solution by using a
line search method and LMI.

Lemma 4.2: If (2) holds in the system (1), the stability
condition (11) is equivalent to (8).

Proof: Assume that (2) holds. Then, the system (1)
with (2) is written as

ẋ = a1(x) + a2(x)
′θ

where a2 =
[
a2,1 · · · a2,r

]′
. Then we have

p(ζ) = 2ζ ′(P#)′
[

ẋ
a1(x)− ẋ

]
= 2ζ ′(P#)′

[
a1(x) + a2(x)

′θ
−a2(x)

′θ

]
= 2

(
x′Pa1(x) + x′Pa2(x)

′θ

− (x′S′ + ẋ′R′)a2(x)
′θ
)

qi(ζ) = 2ζ ′(P#)′
[

0n
a2,i(x)

]
= 2(x′S′ + ẋ′R′)a2,i(x).

By taking into account of ∂v(x)/∂x = x′P , we obtain

p(ζ) + q(ζ)′θ = p̄(x) + q̄(x)′θ,

which is the assertion.
Remark 4.2: An advantage of Theorem 4.1 over Lemma

4.1 is to be able to handle with the descriptor system. As
Lemma 4.2 says, the condition in Theorem 4.1 for the non-
descriptor system is equivalent to that in Lemma 4.1. In this
sense, Theorem 4.1 gives a generalized condition for the DA
analysis. In the case of the non-descriptor system, however,
the computational cost is more expensive than Lemma 4.1
because the sizes of the vectors of monomials to construct
SOS or SMR become larger due to ẋ in ζ. Moreover
Theorem 4.1 needs the additional decision variables S and
R in P#. As a result, these variables may not contribute to
expanding the estimate DA.

The implicit form (9) has a representation such as

E ζ̇ =A(x, θ)ζ, θ ∈ R (12)

where

A(x, θ) =

[
0n×n In

A21(x, θ) A22(x, θ)

]
A21(x, θ) = A1(x) +B(x)∆(θ)C(xτ )

A22(x, θ) = −E1(x)− E2(x)(θ ⊗ In)

E2 =
[
E2,1, . . . , E2,r

]
, ∆(θ) = diag

(
θ1, . . . , θr

)
.

In addition, A1 : Rn → Rn×n and C : R → Rr×n satisfy

a1(x) = A1(x)x,
[
xk
τ1 , . . . , x

k
τr

]′ 1

k!
= C(xτ )x

where xτ =
[
xτ1 , . . . , xτr

]′
.

Remark 4.3: The representation of A1 is not unique in
general. There has been no rule to decide a best one before
performing stability analysis. Alternatively, one can use a
feasible solution of the following problem:

find A1(x) (13)
s.t. a1(x) = A1(x)x ∀x ∈ Rn

He {PA1(0)} ≺ 0.
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The first condition gives possible representation of A1, and
the second condition guarantees stability at the equilibrium
point. Since the first condition is equivalent to linear simulta-
neous equations [18], the problem above can be reduced to a
semidefinite programming (SDP) problem or LMI problem.

Theorem 4.2: V(c) is an estimate DA of the system (1)
if there exist c(> 0), P (� 0), S, R and a matrix polynomial
N : Rn → R2n×n such that N(x)x = 02n for all x ∈ Rn

and [
0n×n P
P 0n×n

]
+ He

{[
S′

R′

] [
A21(x, θ)

′

A22(x, θ)
′

]′
+
[
N(x) 02n×n

]}
≺ 0

∀(x, θ) ∈ V(c)× vert R. (14)
Proof: Assume that (14) holds. Then (14) is also

satisfied for all θ ∈ R because A21 and A22 are affine in θ.
From (12), one can obtain the relation

0 = A21(x, θ)x+A22(x, θ)ẋ.

Pre- and post-multiplying ζ ′ and its transpose to (14), and
using the relation above and N(x)x = 0 leads to

0 > 2x′Pẋ = v̇(x) ∀x ∈ V(c).

Thus V(c) is an estimate DA of (12), i.e. an estimate DA of
(1).

Remark 4.4: N is said to be a polynomial annihilator of
x [18]. As the definition implies that it annihilates when x
is post-multiplied. The role of the annihilator is choosing a
best representation of the matrix condition if one eliminates
vector ζ or x from the corresponding scalar condition of a
quadratic form. In this case, one may initially consider an
annihilator N : R2n → R2n×2n such as N (ζ)ζ = 02n.
Then the condition 2ζ ′(P#)′A(x, θ)ζ < 0 is rewritten to

He
{
(P#)′A(x, θ) +N (ζ)

}
≺ 0.

Since (P#)′A(x, θ) depends only x in ζ, N could be
reduced to Nx : Rn → R2n×2n such as Nx(x)ζ = 02n.
Suppose that Nx(x) has the structure

[
N(x) N0(x)

]
. Here

N0 : Rn → R2n×n is 02n×n because N0(x)ẋ must be 02n.

Remark 4.5: It is possible to obtain an annihilator by
solving an LP problem. Since (14) can be reduced to an SDP
problem, or an LMI problem, it is obvious that one can find
the annihilator and other decision variables simultaneously.
For a fixed degree of N(x), solutions of the LP problem
cover all possible annihilators. Thus, by using Lemma 4.2,
one can choose a annihilator without realizing that it is a
best one for stability analysis.

Remark 4.6: In Remark 4.3, the representation of A1 is
not unique because A1 has a freedom of the representation
by using an annihilator. Indeed, one can define NA1 : Rn →
Rn×n such as NA1(x)x = 0n. In Lemma 4.2, N absorbs the
role of NA1

. In this sense, Lemma 4.2 solves the problem

for one of the best representations of A1. To see this, replace
A1 in (14) as A1 +NA1 . Then[
S′

R′

] [
A′

21 +N ′
A1

A′
22

]′
=

[
S′

R′

] [
A′

21

A′
22

]′
+

[
S′

R′

] [
NA1 0n×n

]
.

If one redefine

N +

[
S′

R′

]
NA1

as N , then one can obtain (14) again. However it is difficult
to pick up an optimal NA1 from N .

Remark 4.7: The LFs have been quadratic functions so
far in this paper. It does not limit to the availability of the
stability conditions in Theorems 4.1 and 4.2. Indeed, we can
choose a matrix polynomial P : Rn → Rn×n that is positive
definite for all x ∈ V(c) in Theorem 4.1. Then we may add
xT Ṗ (x)x to q(ζ) in (11). On the other hand, in Theorem
4.2, for example, using a similar technique as [13], we can
choose P (x) as [

In
Θ(x)

]′
P
[

In
Θ(x)

]
where P(� 0) ∈ R2n×2n and Θ : Rn → Rn×n is a matrix
polynomial. Then, letting P̃ (x) be[

0n×n

Φ(x)

]′
P
[

In
Θ(x)

]
where Φ satisfies Θ̇(x)x = Φ(x)ẋ, we may replace the first
term in the left side of (14) with[

0n×n P (x) + P̃ (x)′

P (x) + P̃ (x) 0n×n

]
.

Thus any information on the range of ẋ does not required
for stability analysis while other methods based on matrix
conditions often need the range.

V. POLYNOMIAL OPTIMIZATION

We have investigated the conditions for estimating the DA
in Lemma 4.1, Theorem 4.1 and 4.2 so far. It is possible to
relax such conditions through the technique of SOS or SMR
into LMIs for a fixed estimate DA. In this section, we will
review the SOS technique.

Let us consider a symmetric matrix polynomial

F (x) =
∑

α∈F Fαx
α

where x ∈ Rn, xα = xα1
1 · · ·xαn

n , F : Rn → Rq×q and

F =
{
α ∈ Rn :

∑n
i=1 αi ≤ 2N

}
.

If F has a form

F (x) =
∑`

j=1 Gj(x)
′Gj(x)

then F is said to be SOS where Gj : Rn → R1×q. Let G
be such that G =

[
G′

1· · ·G′
`

]′. Obviously, F = G′G. Here
note that G has forms of

G(x) = Y (Iq ⊗ zN (x)) = Ỹ (zN (x)⊗ Iq)
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where zN : Rn → Rs includes monomials whose maximum
degree is at most N , Y and Ỹ are matrices of suitable
dimension. In particular, a maximum s is (n+N)!/(N ! ·n!).
Taking the former form of G, F is rewritten by

F (x) = (Iq ⊗ zN (x))′Q(Iq ⊗ zN (x)) (15)

where Q = Y ′Y is a positive semidefinite matrix. In fact,
F is SOS with respect to zN if and only if there exists a
positive semidefinite matrix Q such that (15) holds for all
x ∈ Rn [19], [20]. If F (θ) is SOS, then F (θ) is positive
semidefinite for all x ∈ Rn. To check the existence of Q,
one can solve a standard LMI problem

find Q � 0 s.t. (Q, Iq ⊗Aα)q = Fα ∀α ∈ F (16)

where Aα satisfies zNz′N =
∑

α∈F Aαθ
α,

(X,Y )q = trq(X
′Y )

trq(M) =

 trM(11) · · · trM(1q)

...
. . .

...
trM(q1) · · · trM(qq)


for X , Y ∈ Rnq×nq , M ∈ Rnq×nq, M is divided into q× q
blocks and each matrix is M(jk) ∈ Rn×n (j, k = 1, . . . , q).

VI. NUMERICAL EXAMPLES

In this section, numerical examples are illustrated by solv-
ing SOS relaxation problems. The software environment is as
follows: MATLAB 7.10.0 (R2010a), YALMIP (R20100702)
[21] and SeDuMi Ver. 1.3 [22]. For the Taylor expansion up
to degree k in (4) and (5), ck denotes a maximized c.

A. Example 1

Consider a descriptor non-polynomial system{
(2− cosx1)ẋ1 = −x1 + x2

1/3
ẋ2 = x1 − 3x2 + sinx2,

which is rewritten in the form (1) with

E0(x) =

[
2 0
0 1

]
, a0(x) =

[
−x1 + x2

1/3
x1 − 3x2

]
F1(x) =

[
−1 0
0 0

]
, F2(x) = 02×2

b1(x) =

[
0
0

]
, b2(x) =

[
0
1

]
g1(xτ1) = cosxτ1 , τ1 = 1

g2(xτ2) = sinxτ2 , τ2 = 2.

For the system, we use a LF candidate

v(x) = x2
1 + x2

2, (17)

i.e. P = I2. Then Vτ1(c) = Vτ2(c) = [−
√
c,
√
c].

In the case where k = 1, we have

h1(xτ1) = 1,
dg1(xτ1)

dxτ1

= − sinxτ1

h2(xτ2) = 0,
dg2(xτ2)

dxτ2

= cosxτ2

and the interval (5) with

θ1(c) = −y, θ̄1(c) = y, y =

{
sin

√
c, if

√
c ≤ π/2

1, otherwise

θ2(c) = z, θ̄2(c) = 1, z =

{
cos

√
c, if

√
c ≤ π

−1, otherwise.

Solving the problem in Theorem 4.1 with maximizing c1,
we find the problem is feasible at c1 = 1.1.

From (13), we obtain

A1(x) =

[
−1.0000 + 0.3333x1 0.0000

1.0000 −3.0000

]
from

a1(x) = a0(x) +B(x)h(x) =

[
−x1 + x2

1/3
x1 − 3x2

]
.

In a similar way, we obtain c1 = 1.2 by Theorem 4.2 with

N(x) =


0.1417x2 −0.1417x1

−0.0237x2 0.0237x1

0.1034x2 −0.1034x1

0.0225x2 −0.0225x1

 .

The results of maximizing ck(k = 1, . . . , 7) are shown in
Table I, in which the sequences of ck by Theorems 4.1 and
4.2 converge to finite values, respectively. In this example,
they give an almost same DA.

TABLE I
MAXIMIZED ck FOR IMPLICIT SYSTEM.

k 1 2 3 4 5 6 7
Theorem 4.1 1.1 2.4 3.1 3.5 4.3 4.5 4.5
Theorem 4.2 1.2 2.4 3.1 3.5 4.3 4.5 4.5

B. Example 2

Consider a non-polynomial system ([12]){
ẋ1 =−x1 + x2 + 0.5(ex1 − 1)
ẋ2 =−x1 − x2 + x1x2 + x1 cosx1.

In a similar way as Example 1, one can obtain the form (1)
with

E0(x) = I2, F1(x) = F2(x) = 02×2

a0(x) =

[
−x1 + x2

−x1 − x2 + x1x2

]
b1(x) =

[
0.5
0

]
, b2(x) =

[
0
x1

]
g1(xτ1) = exτ1 − 1, τ1 = 1

g2(xτ2) = cosxτ2 , τ2 = 1.

For the system, we use a LF candidate (17) again.
In the case where k = 3, we have

h1(xτ1) = xτ1 + 0.5000x2
τ1 ,

d3g1(xτ1)

dx3
τ1

= exτ1

h2(xτ2) = 1− 0.5000x2
τ2 ,

d3g2(xτ2)

dx3
τ2

= sinxτ2
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and the interval (5) with

θ1(c) = e−
√
c, θ̄1(c) = e

√
c

θ2(c) = −y, θ̄2(c) = y, y =

{
sin

√
c, if

√
c ≤ π/2

1, otherwise.

We obtain c3 = 0.28 from Theorem 4.1. On the other hand,
solving (13) gives

A1(x) =

[
−0.5000 + 0.2500x1 1.0000
0.5000x2 − 0.5000x2

1 −1.0000 + 0.5000x1

]
from

a1(x) = a0(x) +B(x)h(x) =

[
−x1/2 + x2 + x2

1/4
−x2 − x3

1/2 + x1x2

]
.

Theorem 4.2 gives c3 = 0.28 with

N(x) =


−0.0624x2 − 0.0032x1x2 − 0.2151x2

2

0.0269x2 + 0.0894x1x2 − 0.0924x2
2

−0.0169x2 + 0.0232x1x2 − 0.0528x2
2

−0.0375x2 − 0.0742x1x2 + 0.0406x2
2

0.0624x1 + 0.0032x2
1 + 0.2151x1x2

−0.0269x1 − 0.0894x2
1 + 0.0924x1x2

0.0169x1 − 0.0232x2
1 + 0.0528x1x2

0.0375x1 + 0.0742x2
1 − 0.0406x1x2

 .

The results of maximizing ck(k = 1, . . . , 6) are shown in
Table II. One can observe that the sequences of ck converge.
Theorems 4.1 ane 4.2 give almost same computational results
as the conventional method by Lemma 4.1.

TABLE II
MAXIMIZED ck FOR NON-IMPLICIT SYSTEM.

k 1 2 3 4 5 6
Lemma 4.1 0.06 0.21 0.28 0.31 0.32 0.32

Theorem 4.1 0.06 0.21 0.28 0.31 0.32 0.32
Theorem 4.2 0.06 0.21 0.28 0.31 0.32 0.32

VII. CONCLUSIONS

We have investigated the computational methods of esti-
mating the DA for the descriptor non-polynomial system. For
the implicit form of the system, the generalized LF led to the
two stability conditions that can be rewritten as LMIs through
SOS or SMR. The scalar type condition is a generalization
of the existing result, and the matrix type condition is an
equivalent condition to the scalar type. These facts have been
confirmed by the numerical examples.

A furture work will investigate some synthesis problems
using the matrix type condition.
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