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Abstract— In this paper, the concepts of Lie symmetry and of
first integral for discrete-time nonlinear systems are discussed.
Some results that hold for continuous-time nonlinear systems
are extended to discrete-time ones. First, the strong relation
between symmetries and first integrals is explored. Then the two
concepts are studied separately, illustrating some applications
of Lie symmetries and giving a computational procedure for
the computation of first integrals.

I. INTRODUCTION

The concept of (orbital) symmetry of a differential equa-
tion was introduced by S. Lie [1], [2] in the second half of
the 19-th century and was primarily used for the solution in
closed form of differential equations. Modern reference on
the subject can be found in many books, among which we
mention [3]-[7].

Recently, it has been proved that Lie symmetries are
also useful to give elegant geometric conditions for the
linearization of nonlinear systems by state transformation [8],
[9] and state immersion [10]-[12], and that Lie symmetries,
and, more in general, orbital symmetries, can be used to
compute efficiently semi-invariants, and, as a special case,
first integrals [13].

It is well known that some strong properties of continuous-
time systems (briefly, CT-systems) do not hold for discrete-
time systems (briefly, DT-systems); as an example, it seems
to be difficult if not impossible to extend fully the concept
of orbital symmetry to discrete-time systems. Nevertheless,
in the paper [14], Lie symmetries have been studied for
discrete-time systems, and their usefulness for linearization
by state transformation and state immersion has been shown,
obtaining results analogous to those in [11], but slightly
weaker.

First integrals are very useful in the analysis of dynamical
systems: traditionally they have been used, especially in
conservative systems, to design control laws that exploit the
physical properties of the system; more recently, in [15], they
have found new application in stability analysis of switched
systems.

Aim of this paper is to extend to the discrete-time case
some results about Lie symmetries and first integrals. After
a brief review of notation and standard background, in
Section III the definition and some properties of Lie symme-
tries for DT-systems are recalled from [14]; in Sections IV
and V the relation between symmetries and first integrals is
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Università di Roma Tor Vergata, via del Politecnico, 1, 00133 Roma, Italy
[menini,tornambe]@disp.uniroma2.it

studied; in Section VI some more results about usefulness
of DT symmetries are reported; finally, in Section VII, a
computational result about first integrals is given.

II. NOTATION AND BACKGROUND

Given an open and connected U ⊆ Rn, call An the set
of all analytic functions α(x) : U → R, and Kn the set of
meromorphic functions α = a

b , a, b ∈ An, bi 6= 0 (see [16]).
Consider a vector function F (x) ∈ Rn and the associated

discrete-time system described by:

x(t+ 1) = F (x(t)), x ∈ Rn, t ∈ Z, (1)

where x =
[
x1 ... xn

]>
is the state vector. For the

sake of simplicity, it is assumed that all functions are
meromorphic on some open and connected set U of Rn and,
therefore, that they are analytic on U∗, with U∗ being some
open and connected set of U . Hence, system (1) has unique
maximal solution x(t) = ΨF (t, x0), t ∈ Z, t sufficiently
small, from the admissible initial condition x0 ∈ U∗ at time
t = 0; ΨF is the discrete-time flow (briefly, the DT-flow)
associated with F .

Consider a vector function g(x) ∈ Rn and the correspond-
ing continuous-time system (from now on, the dependencies
on times t, τ are omitted, if not necessary):

dx

dτ
= g(x), x ∈ Rn, τ ∈ R. (2)

Since g is meromorphic on U and, therefore, is analytic
on some U∗, one concludes that system (2) has a unique
maximal solution x(τ) = Φg(τ, x0), τ ∈ R, τ sufficiently
close to 0, from the initial condition x0 ∈ U∗ at time
τ = 0: Φg is the continuous-time flow (briefly, the CT-flow)
associated with g.

The directional derivative Lfh ∈ R of a scalar function
h(x) ∈ R by f(x) ∈ Rn is Lfh := ∂h

∂xf , where ∂h
∂x is

the gradient of h (Lfh is often called the Lie directional
derivative); the directional derivative Lfg ∈ Rn of g by f
is the vector having Lfgi as i-th entry, with gi being the i-th
entry of g, i.e., Lfg := ∂g

∂xf , where ∂g
∂x is the Jacobian matrix

of g; the CT-Lie bracket [f, g] ∈ Rn of f and g is [17], [18]

[f, g]:=
∂g

∂x
f − ∂f

∂x
g = Lfg − Lgf,

and the DT-Lie bracket bF, gc ∈ Rn of F and g is [19]

bF, gc := g(F )− ∂F

∂x
g = g ◦ F − LgF,

where ∂g
∂x ,∂f∂x and ∂F

∂x are the Jacobian matrices of g, f
and F , respectively, and ◦ denotes function composition.
If no confusion can arise between the continuous-time and
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discrete-time cases, the simpler nomenclature Lie bracket is
used instead of CT and DT-Lie brackets.

Remark 1: In general, the DT-Lie bracket is not skew
symmetric; it has such a property when both F and g are
linear.

Given a diffeomorphism y = ϕ(x), a scalar function
h(x) ∈ R and a vector function g(x) ∈ Rn associated
with a continuous-time system (2) (respectively, a vector
function F (x) ∈ Rn associated with a discrete-time system
(1)), the push-forward of h by ϕ and the push-forward of g
(respectively, F ) by ϕ are ([20])

ϕ∗h(y) = h ◦ ϕ−1(y),

ϕ∗g(y) =

(
∂ϕ

∂x
g

)
◦ ϕ−1(y), if t ∈ R,

ϕ∗F (y) = ϕ ◦ F ◦ ϕ−1(y), if t ∈ Z.

Given a scalar function h̃(y) ∈ R and a vector function
g̃(y) ∈ Rn in the continuous-time case (respectively, F̃ (y) ∈
Rn in the discrete-time case), the pull-back of h̃ by ϕ and
the pull-back of g̃ (respectively, F̃ ) by ϕ are ([20])

ϕ∗h̃(x) = ϕ−1
∗ h̃(x) = h̃ ◦ ϕ(x),

ϕ∗g̃(x) = ϕ−1
∗ g̃(x) =

(
∂ϕ−1

∂y
g̃

)
◦ ϕ(x),

ϕ∗F̃ (x) = ϕ−1
∗ F̃ (x) = ϕ−1 ◦ F̃ ◦ ϕ(x).

A scalar function I(x) ∈ R is a first integral of the
discrete-time system (1) (a DT-first integral associated with
F ) if I ◦ F (x) = I(x), ∀x ∈ U∗, with U∗ being an open
and connected subset of U ; similarly, I(x) is a first integral
associated with the continuous-time system dx

dτ = g(x) (a
CT-first integral associated with g) if LgI(x) = 0, ∀x ∈ U∗.

III. LIE SYMMETRIES OF DISCRETE-TIME NONLINEAR
SYSTEMS

In this section, some preliminary results from the paper
[14] are briefly reviewed.

For any admissible τ (to be considered as a constant
parameter),

x = Φg(τ, y) (3)

qualifies as a local analytic diffeomorphism, with inverse

y = Φg(−τ, x); (4)

system (1) is transformed, according to such a diffeomor-
phism, as follows:

∆y = Φg(−τ, ·) ◦ F ◦ Φg(τ, y). (5)

Definition 1: The diffeomorphism (3) is a symmetry of the
discrete-time system (1) and the continuous-time system (2)
is its infinitesimal generator if

Φg(−τ, ·) ◦ F ◦ Φg(τ, y) = F (y) , ∀ (τ, y) ∈ V, (6)

with V being an open and connected subset of R × Rn
including {0} × U . When (6) holds, by abuse of notation,
also the infinitesimal generator (2) is called a symmetry of the

discrete-time system (1) (briefly, g is called a DT-symmetry
of F ).

The following theorem (for a proof see [21] and [14]) gives
necessary and sufficient conditions for a vector function g to
be a DT-symmetry of F .

Theorem 1: Vector function g is a DT-symmetry of F
(i.e., (5) holds) if and only if bF, gc = 0.

The following theorem, also proved in [14], shows that the
property of g to be a DT-symmetry of F is independent of
the local coordinates chosen to represent g and F , although,
in general, the DT-Lie bracket is not invariant with respect
to diffeomorphisms.

Theorem 2: Let y = ϕ(x) be a diffeomorphism meromor-
phic on U . Let ϕ∗F = ϕ◦F ◦ϕ−1 and ϕ∗g =

(
∂ϕ
∂x g

)
◦ϕ−1.

Then, ϕ∗g is a DT-symmetry of ϕ∗F if and only if g is a
DT-symmetry of F , i.e.,

bϕ∗F,ϕ∗gc = 0 ⇐⇒ bF, gc = 0.
For the application of the results in this paper, it will

often be assumed that one or more Lie symmetries of a
given system are known. Computing Lie symmetries may
be difficult; one of the tools for solving such a problem is
the parametrization, reported in [14], of all the discrete-time
systems that admit a given g as a symmetry.

IV. SYMMETRIES AND FIRST INTEGRALS: THE SCALAR
CASE

The following theorem (which is inspired by [21]) gives
a necessary and sufficient condition for a scalar discrete-
time nonlinear system (system (1) with n = 1) to be
diffeomorphic to the special form

y(t+ 1) = y(t) + c, (7)

with c ∈ R.
Theorem 3: Let F (x) ∈ R. There exists a diffeomophism

y = ϕ(x) such that

ϕ∗F (y) = y + c,

where c ∈ R is a constant, if and only if there exists a DT-
symmetry g(x) ∈ R, g 6= 0, of F (x), bF, gc = 0. In such
a case, there exists a DT-first integral I(x) associated with
F (x).

Proof: Assume that ϕ∗F (y) = y + c. Let g̃(y) = 1;
clearly, bϕ∗F, g̃c = 0, and therefore, by Theorem 2, one has
bF, gc = 0, with g = ϕ∗g̃ 6= 0. Conversely, assume that
bF, gc = 0, with g 6= 0. Let y = ϕ(x), with

ϕ(x) =

∫ x

0

1

g(ξ)
dξ,

which is well defined in a neighborhood of any regular point
of g. Hence, ϕ∗g(y) =

(
1

g(x)g(x)
)
◦ ϕ−1(y) = 1. By

Theorem 2, condition bF, gc = 0 implies bϕ∗F,ϕ∗gc = 0.
Now, since ⌊

F̃ (y), ϕ∗g(y)
⌋

= 1− ∂F̃ (y)

∂y
,
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for any F̃ (y) ∈ R, condition bϕ∗F,ϕ∗gc = 0 implies that
∂ϕ∗F (y)

∂y = 1, i.e., ϕ∗F (y) = y+c. Note that if c = 0 in (7),
then ϕ(x) is a DT-first integral associated with F ; conversely,
if ϕ(x) is a non-constant DT-first integral associated with F ,
then y = ϕ(x) is a diffeomorphism such that ϕ∗F (y) = y.
For c 6= 0, a first integral of the discrete-time system (7) is

Ĩ(y) = sin

(
2π

c
y

)
,

whence I = ϕ∗Ĩ is a DT-first integral associated with F . As
a matter of fact, letting F̃ (y) = y + c, one has Ĩ ◦ F̃ (y) =
sin
(

2π
c (y + c)

)
= sin

(
2π
c y + 2π

)
= sin

(
2π
c y
)

= Ĩ(y).
Remark 2: Theorem 3 gives a complete picture of scalar

discrete-time systems admitting a symmetry, which can be
summarized by saying that the following statements are
equivalent:

(2.1) the scalar discrete-time system admits a symmetry
g(x);

(2.2) the scalar discrete-time system is diffeomorphic by
y = ϕ(x) to form (7), for some c ∈ R;

(2.3) the scalar discrete-time system admits a non-constant
first integral I(x).
If g is a DT-symmetry of F , then

ϕ(x) =

∫ x

0

1

g(ξ)
dξ;

a first integral I(x) associated with F is

I(x) =

{
ϕ(x), if c = 0
sin( 2π

c ϕ(x)), if c 6= 0.
(8)

If y = ϕ(x) is the diffeomorphism such that ϕ∗F (y) = y+c,
then

g(x) =

(
∂ϕ(x)

∂x

)−1

is a DT-symmetry of F , from which the same formula (8)
is obtained.

If I is a DT-first integral associated with F , then

g(x) =

(
∂I(x)

∂x

)−1

is a DT-symmetry of F and the diffeomorphism y = ϕ(x),
with ϕ = I , is such that ϕ∗F (y) = y.

Example 1: Let

F (x) =
ax+ b

cx+ d
,

where a, b, c, d ∈ R, and look for a DT-symmetry of F of
the form

g(x) = αx2 + βx+ γ;

from

g ◦ F (x) = α
(ax+ b)

2

(cx+ d)
2 + β

ax+ b

cx+ d
+ γ,

∂F (x)

∂x
g(x) =

ad− cb
(cx+ d)

2

(
αx2 + βx+ γ

)
,

one has that bF, gc = 0 if and only if the following algebraic
system has a real solution in the unknowns α, β, γ(

ad− cb− a2
)
α− acβ − c2γ = 0, (9a)

−2abα− 2bcβ − 2cdγ = 0, (9b)
−b2α− bdβ +

(
−d2 − cb+ ad

)
γ = 0. (9c)

In particular, one of the solutions of (9) is α = −c, β =
a− d, γ = b, which yields the DT-symmetry of F

g(x) = −cx2 + (a− d)x+ b.

For the sake of simplicity, consider the case a = 3, b = 1,
c = −1 and d = 1,

F (x) =
3x+ 1

1− x
,

g(x) = x2 + 2x+ 1.

The resulting diffeomorphism, which is well defined in a
neighborhood of x = 0, is y = ϕ(x), with

ϕ(x) =

∫ x

0

1

ξ2 + 2ξ + 1
dξ

=
x

x+ 1
,

with inverse
ϕ−1(y) =

y

1− y
.

It is easy to verify that

ϕ∗F (y) = ϕ ◦ F ◦ ϕ−1(y)

=

((
F

F + 1

)∣∣∣∣
F= 3x+1

1−x

)∣∣∣∣∣
x= y

1−y

= y +
1

2
.

Since a DT-first integral associated with ϕ∗F is sin (4πy), a
DT-first integral associated with F is

I(x) = sin

(
4π

x

x+ 1

)
;

as a matter of fact, one can check

I ◦ F (x) = sin

4π
3x+ 1

(1− x)
(

3x+1
1−x + 1

)


= sin

(
4π

x

x+ 1
+ 2π

)
= sin

(
4π

x

x+ 1

)
= I(x).

Now, consider the case a = 1, b = −3, c = 1 and d = 1,

F (x) =
x− 3

x+ 1
,

g(x) = −x2 − 3.
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The resulting diffeomorphism, which is well defined in a
neighborhood of x = 0, is y = ϕ(x), where

ϕ(x) =

∫ x

0

1

−ξ2 − 3
dξ

= − 1√
3

arctan

(
x√
3

)
,

with inverse

ϕ−1(y) = −
√

3 tan
(√

3y
)
.

It is easy to verify that

ϕ∗F (y) = y +

√
3π

9
.

Finally, it is easy to check that the diffeomorphism

y =

(
3 + x2

)3
(1 + x)

2
(x− 1)

2

transforms system

x(t+ 1) =
x(t)− 3

x(t) + 1

into the linear system

y(t+ 1) = y(t).

Hence, a DT-symmetry g(x) of F (x) can be computed as
follows:

g(x) =

(
∂ϕ(x)

∂x

)−1

=
(1 + x)

3
(x− 1)

3

2 (3 + x2)
2

(x2 − 9)x
;

it is left to the reader to show that bF, gc = 0.

V. SYMMETRIES AND FIRST INTEGRALS: HIGHER
ORDER SYSTEMS

Theorem 3 is extended to the case n > 1 by the following
theorem, whose proof can be found in [22].

Theorem 4: Let F (x) ∈ Rn. There exists a diffeo-
mophism y = ϕ(x) such that

ϕ∗F (y) = y + c,

where c ∈ Rn is a constant, if and only if there exist
n symmetries gi(x) ∈ R of F (x), bF, gic = 0, i =
1, ..., n, such that [gi, gj ] = 0, for all i, j ∈ {1, ..., n}, and
det
([

g1 ... gn
])
6= 0. In such a case, there exist n

functionally independent DT-first integrals Ii(x), i = 1, ..., n,
associated with F (x).

Example 2: Consider the discrete-time system described
by the vector function F (x) having as entries F1(x) =
−4x4

2 − 8x1x
2
2 + 4x3

2 − 4x2
1 + 4x1x2 − 4x2

2 − 3x1 + 2x2

and F2(x) = −2x2
2 − 2x1 + x2 − 1. Let

g1(x) =

[
1 + 4x1x2 + 4x3

2

−2x1 − 2x2
2

]
,

g2(x) =

[
−2x2

1

]
.

It is easy to check that bF, gic = 0, i = 1, 2, [g1, g2] = 0
and det

([
g1 g2

])
6= 0. Hence the rows of[

g1(x) g2(x)
]−1

=

[
1 2x2

2x1 + 2x2
2 1 + 4x1x2 + 4x3

2

]
are exact and their integrals yield the diffeomorphism y =
ϕ(x), with

ϕ(x) =

[
x1 + x2

2

x2 + x2
1 + 2x1x

2
2 + x4

2

]
,

ϕ−1(y) =

[
y1 − y2

2 + 2y2y
2
1 − y4

1

y2 − y2
1

]
.

Compute the push-forward

ϕ∗F (y) =

[
1 + y1

y2

]
;

the DT-first integrals associated with ϕ∗F (y) are Ĩ1(y) =
sin (2πy1) and Ĩ2(y) = y2. Hence, two functionally indepen-
dent DT-first integrals associated with F (x) can be computed
by the pull-back to the original coordinates,

I1(x) = ϕ∗Ĩ1(x) = sin
(
2π
(
x1 + x2

2

))
,

I2(x) = ϕ∗Ĩ2(x) = x2 + x2
1 + 2x1x

2
2 + x4

2.

VI. REDUCTION AND DECOMPOSITION OF
DISCRETE-TIME NONLINEAR SYSTEMS

This section describes briefly two other application of
symmetries to the analysis of discrete-time systems.

First, it is shown that the knowledge of a DT-symmetry
g(x) of F (x), with x ∈ Rn, allows one to project the given
system into a system ξ(t + 1) = Fr(ξ(t)) having a state
space ξ ∈ Rn−1 of smaller dimension.

Let F (x), g(x) ∈ Rn be such that bF, gc = 0. Let IC(g)
be the set of the CT-first integrals associated with g; note
that g may be very simple also for complicated F , e.g.,
when F is homogeneous w.r.t. an integer dilation. Then, there
exist n−1 functionally independent elements J1, ..., Jn−1 of
IC(g) that generate the whole IC(g), i.e., any J ∈ IC(g)
can be expressed as C(J1, ..., Jn−1), where C is an arbitrary
function of the arguments. Since Ji ∈ IC(g), it follows that
Ji ◦F ∈ IC(g): as a matter of fact, taking into account that
bF, gc = 0 implies F ◦ Φg = Φg ◦ F and that Ji ∈ IC(g)
implies Ji ◦ Φg = Ji, one concludes that:

Ji ◦ F ◦ Φg = Ji ◦ Φg ◦ F = Ji ◦ F,

as to be shown. Since Ji ◦F ∈ IC(g), there exists a function
Ci such that Ji ◦ F = Ci(J1, ..., Jn−1). Therefore, by the
projection Rn → Rn−1 given by ξi = Ji(x), i = 1, ..., n−1,
a discrete-time nonlinear system, of reduced dimension n−1,
is found.

Example 3: Consider

F (x) =

 x1 + x2

x2

3x3 + a1x
2
1 + a2x1x2 + a3x

2
2

 ,
g(x) =

 x1

x2

2x3

 ;
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clearly, bF, gc = 0. Two functionally independent CT-first
integrals associated with g are J1(x) = x2

x1
and J2(x) = x3

x2
1

;
then, by the projection ξ1 = x2

x1
, ξ2 = x3

x2
1

, taking into account
that (with the substitution, F1(x) = x1 + x2, F2(x) = x2

and F3(x) = 3x3 + a1x
2
1 + a2x1x2 + a3x

2
2)

ξ1 ◦ F (x) =
F2(x)

F1(x)
=

x2

x1

1 + x2

x1

,

ξ2 ◦ F (x) =
F3(x)

F 2
1 (x)

=
a1 + 3x3

x2
1

+ a2
x2

x1
+ a3

x2
2

x2
1

1 + 2x2

x1
+

x2
2

x2
1

,

one obtains ξ(t+ 1) = Fr(ξ(t)), with

Fr(ξ) =

[
ξ1

1+ξ1
a1+3ξ2+a2ξ1+a3ξ

2
1

(1+ξ1)2

]
.

As an extension of the above reasoning, it is now shown
that the existence of m DT-symmetries of F , 1 ≤ m < n,
pairwise commuting, allows system (1) to be decomposed as
a block-triangular system in some local coordinates.

Theorem 5: Let g1(x), ..., gm(x) ∈ Rn be m linearly
independent (over Kn) and pairwise commuting symmetries
of F ,

bF, gic = 0, i = 1, ...,m, (10a)
rankKn

([
g1 ... gm

])
= m, (10b)

[gi, gj ] = 0,∀i, j. (10c)

Then, there exist local coordinates y = ϕ(x) such that the
nonlinear system (1) can be decomposed in the local y-
coordinates as

ya(t+ 1) = F̃a(ya(t), yb(t)),

yb(t+ 1) = F̃b(yb(t)),

where ya =
[
y1 ... ym

]>
, yb =

[
ym+1 ... yn

]>
and F̃> =

[
F̃>a F̃>b

]
.

Proof: By (10b), (10c), there exists a diffeomorphism
y = ϕ(x) such that the push-forward of gi is straightened
ϕ∗gi = ei, i = 1, ...,m (where ei is the i-th column of the
identity matrix). Then, condition bϕ∗F,ϕ∗gic = 0 can be
rewritten as follows, with F̃ = ϕ∗F ,



0
...
0
1
0
...
0


−



∂F̃1

∂yi
...

∂F̃i−1

∂yi
∂F̃i

∂yi
∂F̃i+1

∂yi
...

∂F̃n

∂yi


=



0
...
0
0
0
...
0


, i = 1, ...,m,

which shows how the last n−m entries of F̃ do not depend
on yi, i = 1, ...,m.

VII. COMPUTATION OF FIRST INTEGRALS AS
SEMI-INVARIANTS

The goal of this section is to introduce a computational
procedure for the computation of first integrals, to be pos-
sibly used for the computation of symmetries. First, note
that first-integrals are a special case (for λ = 1) of semi-
invariants, which are defined as follows (see [22] and [23]
for continuous-time systems).

Definition 2: A semi-invariant of system (1) is a mero-
morphic scalar function ω(x) ∈ R such that

ω ◦ F = λω,

with λ(x) ∈ R being meromorphic and such that there is
no zero/pole cancellation between λ and ω; if ω and λ are
polynomial, then ω is said to be a Darboux polynomial; λ
is called the characteristic function (respectively, the char-
acteristic polynomial) of the semi-invariant (respectively, of
the Darboux polynomial).

The following theorem, characterizes the Darboux polyno-
mials associated with F , although some of such properties
hold for semi-invariants too, subject to some amendments.

Theorem 6: Assume that F is polynomial.
(6.1) If I = ω1

ω2
is a first integral of system (1), with ω1 and

ω2 being co-prime polynomials, then ω1 and ω2 are Darboux
polynomials of system (1), with characteristic polynomials
λ1 and λ2 such that λ1 − λ2 = 0.

(6.2) Let ω1 and ω2 be Darboux polynomials of system (1)
with respective characteristic polynomials λ1 and λ2; then,
the product ωn1

1 ωn2
2 is a Darboux polynomial of system (1)

for any pair n1, n2 ∈ Z≥, with characteristic polynomial
λn1

1 λn2
2 .

Remark 3: The proof of Theorem 6 is similar to the proof
of Theorem 4.3 of [13], valid for CT-systems. Such a CT
result is stronger than Theorem 6 above, in particular for
CT-systems the “converse” of statement (6.2) also holds,
in the sense that the polynomial factors of a Darboux
polynomial are always Darboux polynomials too, whereas
for DT-systems this is not always true (counterexamples can
be given).

To obtain a clear result, assume that F is polynomial, and
consider its Darboux polynomials; the algorithm proposed
hereafter can be adapted to cover the computation of semi-
invariants associated with F , when F is not polynomial, as
shown in the subsequent Example 5.

Assume that ω is a Darboux polynomial associated with F ,
with characteristic polynomial λ, i.e., ω ◦F = λω. Assume,
in addition, that ω is a linear combination with real and
constant coefficients ci of some functionally independent
polynomials p1, p2, ..., pk, for some k > 0, ω =

∑k
i=1 cipi.

Consider the square k × k matrix

Γ :=


p1 p2 · · · pk

∆p1 ∆p2 · · · ∆pk
...

...
...

...
∆k−1p1 ∆k−1p2 · · · ∆k−1pk

 , (11)

where ∆pj = pj ◦ F , ∆2pj = pj ◦ F ◦ F and so on.
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The following theorem can be proved similarly to the
analogous one for continuous-time system [24].

Theorem 7: Under the above positions and assumptions,
if det(Γ) 6= 0, then ω is a factor of det(Γ).

Remark 4: When det (Γ) 6= 0, Theorem 7 guarantees that
if a Darboux polynomial ω, associated with F , is a linear
combination with constant coefficients of p1, ..., pk, then ω
is a factor of det (Γ). But in the application of the theorem,
all factors of det (Γ) or of its minors, not only those that are
linear combinations of p1, ..., pk, are good candidates to be
Darboux polynomials associated with F , because Γ could be
a minor of another matrix Γ̌ found with an enlarged choice
of the polynomials p1, ..., pǩ.

Remark 5: When det (Γ) = 0, Theorem 7 cannot be
applied: in such a case, good candidates to be Darboux
polynomials associated with F are the factors of the non-
zero minors of Γ. As a matter of fact, one typical reason for
det (Γ) to be identically equal to 0 is that two or more differ-
ent linear combinations, with constant coefficients, of some
polynomials p1, ..., pk are Darboux polynomials associated
with F , with the same characteristic polynomial.

Example 4: Let F (x) =
[
x2 x2 + x2

2 − x2
1

]>
. Take

as basis polynomials p1(x) = x2, p2(x) = x2
1. Then,

Γ(x) =

[
x2 x2

1

x2 + x2
2 − x2

1 x2
2

]
,

with det (Γ(x)) =
(
x2

1 − x2

) (
x2

1 − x2
2

)
. Let ω(x) = x2

1 −
x2; since

∆ω(x) =
[
F 2

1 − F2

]
F1=x2,F2=x2+x2

2−x2
1

= x2
1−x2 = ω(x),

ω is Darboux polynomial associated with F , with character-
istic value equal to 1, i.e., ω is a first integral associated with
F .

Example 5: Consider the Lyness-type system character-
ized by F (x) =

[
x2

x2

x1

]>
, which is not polynomial.

Take as basis polynomials p1(x) = x1, p2(x) = x2, p3(x) =
x2

1, p4(x) = x1x2, p5(x) = x2
2, p6(x) = x3

1, p7(x) = x2
1x2,

p8(x) = x1x
2
2, p9(x) = x3

2 (i.e., all monomials of degree
less than 4, with respect to the standard dilation). Matrix
Γ corresponding to such a choice has not full generic rank
(its generic rank is 6). Taking the minor Γ̂, found from Γ
deleting the columns 4, 6 and 9 and the rows 7, 8 and
9 (actually, this corresponds to exclude monomials p4, p6

and p9 from the chosen basis), one finds that det
(

Γ̂
)

=

qω1ω2, where ω1(x) = x1 + x2 + x1x
2
2 + x2

1x2 + x2
1 +

x2
2, ω2(x) =

x1+x2+x1x
2
2+x2

1x2+x2
1+x2

2

x1x2
and q(x) is another

rational function; in particular, ω1 and ω2 are semi-invariants
associated with F , with respective characteristic functions
λ1(x) = x2

x2
1

and λ2(x) = 1: actually, ω2 is a first integral
associated with F .

VIII. CONCLUSIONS

In this paper, the notions of Lie symmetry and of first
integral for discrete-time nonlinear systems have been dis-
cussed, with particular attention to their connections. In
particular, it is shown that in the scalar case the existence of a

symmetry is equivalent to the existence of a first integral and
to the existence of some local coordinates, under which the
system behaves linearly. A similar result is given for higher
order systems in Theorem 4. To complete the study, two
further applications of Lie symmetries are proposed and a
computational method is given in order to find first-integrals,
or, more generally, semi-invariants.
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