
 

 

  

Abstract—The component concentrations measurement of 
sodium aluminate solution are critical to the process of alumina 
production, they affect the product quality. However, they can 
not be measured online at present, thus the control and optimal 
operation is hardly to be achieved. This paper presents an 
on-line fuzzy modeling method to predict the component 
concentrations. It includes an on-line clustering approach 
which can be applied in a general class of fuzzy TKS models. 
Stable learning algorithms for the premise and the 
consequence parts of fuzzy rules are also given. A measuring 
device is developed to achieve the proposed method and 
industry experiments are conducted in the alumina production 
process, the predicted results show the effectiveness of the 
proposed method. 

I. INTRODUCTION 
odium aluminate solution component concentrations are 
important quality indices for the alumina production. At 

present, the main chemical compositions of sodium 
aluminate solution i.e. caustic hydroxide, alumina and 
sodium carbonate are measured by manually sampling and 
chemical analysis in a laboratory. Due to hard conditions, 
they are sampled every two hours, and the results can not 
guide alumina production on time. Therefore, online 
measurement of sodium aluminate solution component 
concentrations becomes especially important. 

In the open literature, many methods have been tried, but 
most of them are based on acid-base titrations and the 
measurements are off-line [1], [2]. Several on-line devices 
have been developed [3]. However, they are not adopted into 
practice owing to the differences between bauxites at home 
and abroad, and sodium aluminate solution in alumina 
process has the characteristics of high concentration, high 
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viscosity and easy precipitation which lead to pipeline 
blocking and so on. With the development of computer 
technology, a large number of soft sensing models based on 
intelligent method for concentration measurement are 
proposed, such as look-up table algorithm [4], mechanism 
analysis [5], [6], reconstruction algorithm based on the 
natural cubic spline and neural networks [7] and so on. They 
are not adopted because of the different solution characters.  

Motivated by solving the on-line problem of component 
concentrations measurement in alumina process, this paper 
presents a novel soft sensing method for them. In this 
method, the component concentrations of sodium aluminate 
solution can be estimated by the solution temperature and 
conductivity. Based on the analysis of many chemical 
experiments, we have proved that, to proportional sodium 
aluminate solution, there is an approximate linear 
relationship between its temperature and conductivity. Then, 
an on-line fuzzy model which is composed of on-line 
clustering and some TSK fuzzy models are proposed to 
predict the component concentrations of sodium aluminate 
solution. A stable learning algorithm is also applied for 
parameters identification. Industrial experiment results show 
that the proposed method has the merits such as accurate 
prediction and good tracking performance.  

II.  DESCRIPTION OF COMPONENT CONCENTRATIONS 
MEASUREMENT IN ALUMINA PRODUCTION 

Alumina production is a complex continuous process 
which aims at converting bauxite to alumina. At present, 
alumina production mainly depends on alkaline process 
which uses NaOH or Na2CO3 to dissolve bauxite ore. The 
reaction of alumina in the bauxite ore and the alkali liquor 
gives sodium aluminate solution. Bayer alumina production 
is one of the most useful methods in alkaline alumina process, 
and its flow chart is shown in Fig. 1. 

Original ore pulp batching is the first significant 
procedure in Bayer method and plays an important role in 
alumina production. The quality of the original ore pulp 
processing affects the indexes of high-pressure digestion 
directly and the other subsequent procedures. But the 
component concentrations of sodium aluminate solution 
which are manual timed sampling and titration in chemical 
laboratory can not guide production on time and affect the 
quality of original ore pulp. 
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Fig. 1. The flowchart of Bayer alumina production 

As the solution source of this procedure is disperse and 
uncertain, it is difficult to measure the component 
concentrations using the general process variables like 
pressure, flow and so on. Therefore, using a new on-line 
approach to measure the component concentrations of 
sodium aluminate solution is an important work in alumina 
production. It is also crucial for reducing labor intensity and 
increasing composite automatic level of alumina process. 

III. SOFT SENSING FOR COMPONENT CONCENTRATIONS IN 
SODIUM ALUMINATE SOLUTION 

A. Soft Sensing Strategy 
According to the physicochemical property of sodium 

aluminate solution, the solution conductivity, temperature 
and its chemical compositions (caustic hydroxide, alumina 
and sodium carbonate) have the following relationship [8]. 

),,,( CAK cccTfd =                             (1) 

where (.)f is a nonlinear function, d is the conductivity of 
sodium aluminate solution, T is the temperature, cK is the 
concentration of caustic hydroxide, cA is the concentration of 
alumina, cC is the concentration of sodium carbonate.  

Due to the high complexity, there is no mechanism model 
for the component concentrations of sodium aluminate 
solution. Fuzzy systems have been widely used because of 
simple topological structure and universal approximation 
ability, so an on-line fuzzy modelling method is adopted as 
shown in Fig.2.  

B. Data Preprocessing 

In order to overcome the influences of bubbles and 
impurities in the process of measuring temperature and con- 
ductivity, we use median average filter algorithm to deal 
with the sampling data: 
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where T and d is the heating (T1 and d1), cooling (T2 and d2) 
or mixing (T3 and d3) temperature and conductivity, 

iT and id (i=1,…,n) is the sampled data from sensor, n is the 
number of one sampling  group, maxT , minT , maxd  and mind is 
the maximum and minimum temperature and conductivity in 
one sampling interval, respectively. 

C. On-line Clustering 
There are many off-line clustering methods, such as fuzzy 

C-means [9]. Mountain clustering [10], and subtractive 
clustering [11]. Off-line clustering methods require that data 
be ready before the modelling which is not easy to obtain in 
real cases. Therefore, on-line clustering method [12] is used 
here for temperatures and conductivities classification. 

The basic idea of on-line clustering is, if the distance from 
a point to the center of a group is less than a required length, 
then the point belongs to this group. When new data are 
obtained, the center and the group should also change. The 
Euclidean distance at time k is defined by dk as follows: 
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where x=[T1 d1 T2 d2 T3 d3] is the data vector, ic is the center 
of the ith group Gi, j is the jth variable in the vector. For 
group Gi, the center ic is updated as 
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where il1 and il2 are the start and end time indices of group Gi 

respectively, and the time length is 112 +−= iii llm . The 
on-line clustering algorithm is as follows: 

Step 1: The first group G1 is composed of only the first 
data [T1(1) d1(1) T2(1) d2(1) T3(1) d3(1)]. So, it is the center of 
group G1, i.e., )1(1 jj xc = , and il1 = il2 =1, j=1. 

Step 2: When new data are obtained, we use (3) to calcu- 
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late the distance dk. If no new data come, goto Step 5. 
Step 3: If θ≤kd then xj(k) is kept in group Gi, goto Step 2. 
Step 4: If θ>kd  then xj (k) belongs to a new group Gi+1, 

and the center of group Gi+1 is xj (k), il1 = il2 =k, goto Step 2. 
Step 5: Check the distances between all centers cj, if 

θ≤kd , then the two groups are combined into one group, 
the center of the new group may be any of the two centers. 
where θ is the threshold of distance for creating new rules, 
which is the lowest possible value of similarity. How to 
choose the user-defined threshold is a trade-off problem. If θ 
is too small, then there are too many groups and some of 
them maybe singletons. Conversely, if θ is too large, many 
objects that are not similar may be partitioned in the same 
cluster. If the clustering number is more than one, i.e., L > 1, 
then it must be guaranteed that maxd<θ . 

D. Variable Transformation 
Many experiments have been conducted to measure the 

temperatures and conductivities of different solution. At last 
we proved that, to proportional sodium aluminate solution, 
the temperature and conductivity have such relationship 
which is similar to a straight line, and this conclusion is also 
shown in [13]: 

),,(),,( CAKCAK cccbTccckd +=                     (5) 

where k is the slope, b is the intercept of the straight line, and 
they are nonlinear function of cK, cA, cC. Then we transform 
T1, d1, T2, d2, T3, d3 to k and b, and use them to establish the 
model of cK, cA, cC. The formula of transformation is as 
follows: 
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where d1, d2, d3 are conductivities under the condition of T1, 
T2, T3 respectively.  

E. TSK Fuzzy Modeling Based on Stable Learning Rate 
The fuzzy inference system proposed by Takagi, Sugeno 

and Kang is well known as the TSK model. It provides a 
powerful tool for modeling complex nonlinear system [14]. 
Typically, a TSK model consists of IF-THEN rules of the 
form 

Ri : if x1 is Ai1 and …and xr is Air, 
then yi=pi0+ pi1 x1 +…+ pir xr 

for i=1,2,…,L 

where L is the number of rules, xj for j =1,2,…,r are input 
variables, and in this paper x=[ T1 d1 T2 d2 T3 d3]. yi are local 
output variables and pij are real-valued parameters, Aij are 
fuzzy sets that are characterized by the membership function 
Aij(xj) 
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After variable transformation, x= [k b], and the overall 
output of the model can be written as 
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where )(⋅Φ is a Gaussian function, T
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where 10=x . 

Let ∏
=

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ −
−=

n

j ji

jij
i

cx
z

1
2

2)(
exp

σ
, ∑ ∑

= =
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

L

i
ik

n

k

i
qkq zxpa

1 0

, 

∑
=

=
L

i
izb

1

, then there is 

b
a

y q
q =ˆ                                          (10) 

According to the approximation theorem of fuzzy 
inference system and the Stone-Weierstrass theorem [15], 
the identification process can be written as 
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where *i
qkp ， *

jic ， 2*
jiσ  are unknown parameters which 

can minimize the unmodeled dynamic qμ . 
In the case of three independent variables, the Taylor 

series expansion is as follows: 
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where qR1 is the remainder of the Taylor formula. Using the 

chain rule, we get 
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max( 2
jib are ∞κ -functions, and 2)(keπ  is an 

∞κ -function, 2)(kςη  is a κ function. From (21), we 
know Lk is the function of )(ke  and )(kδ , so Lk admits a 
smooth ISS-Lyapunov function. From Theorem 1, the 
dynamic of the identification error is input-to-state stable. 
Because the INPUT )(kδ  is bounded and the dynamic is ISS, 
the STATE )(ke  is bounded [17]. Inequation (21) can be 
rewritten as 

ςηπςηπ +−≤+−≤Δ 222 )()()( kekkeLk        (22) 

where ))((max 2kk ςς = . Summating (22) from 1 to T, and 
by using LT >0 and L1 is a constant, we obtain 
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The average of the identification error satisfies 
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where 0
)]max(1[ 2 >

Φ+
=

k

ηπ , ))((max 2kk ςς = . 

IV. INDUSTRIAL APPLICATION 

A.  Data Sampling 
A measuring device is designed and developed to measure 

temperature and conductivity, so that the soft sensing 
method proposed in Section 3 can be experimentally 
evaluated. It is shown in Fig.3.  

 
PLC

Controller
 

Sampling Device 

 
  

 

Inlet of solution Outlet of solution

Conductivity Analyzer 

   

Temperature,Conductivity

CAK ccc yyy ,,

Signal of instruction

Temperature,Conductivity

Fig.3 The measurement device for component concentrations 
First, sodium aluminate solution enters the sampling device. 
During the process of heating, cooling and mixing, the 
conductivity analyzers measure the temperatures and 
conductivities. The obtained signal is transmitted to the PLC 
controller, then to the computer which is used to implement 
the proposed fuzzy modelling method and calculate the 
component concentrations of sodium aluminate solution. 

Applying this device to the process of alumina production 
and using median average filter to deal with the sampling 
data, we collect 400 records of sampled data from the 
industrial process and partial of them are listed in Table I. 
Among them 300 records are used for modeling, and 100 
records for predicting. 

TABLE I 
PARTIAL OF ORIGINAL DATA 

Variables 1  2  3  … 399 400  

T1(°C) 90.97 90.66 89.44 … 92.94 96.13 

d1(ms/cm) 653.44 647.81 634.69 … 660.7 701.72 

T2(°C) 74.48 75.32 74.13 … 74.25 72.52 

d2(ms/cm) 514.77 513.75 501.25 … 486.33 463.2 

T3(°C) 78.92 78.68 78.33 … 78.95 80.53 

d3(ms/cm) 531.72 532.66 528.28 … 521.41 552.19 

cK (g/l) 203 203 206 … 218 217 

cA (g/l) 93.74 93.74 94.40 … 104.27 103.94 

cC (g/l) 30.2 30.2 30.8 … 29.8 29.0 

B.  Algorithm Realization 
Using the on-line clustering algorithm to classify the 

normalized data and 25 classes are got. Partial of the 
clustering results are shown in Table II. The threshold of 
distance θ is 0.2 which is chosen based on the best predicted 
precision. Then temperatures T1, T2, T3 and conductivities d1, 
d2, d3 are transformed to slope k and intercept b to establish 
the TSK fuzzy models. The initial values of the parameters 
are random, and then they are updated by the rules as 
equations (17), (18) and (19). 

TABLE II 
PARTIAL OF CLUSTERING CENTERS 

Clustering
centers 1 2 3 … 24 25 

T1(°C) 81.33 87.02 81.36 … 90.65 86.26 

d1(ms/cm) 569.67 591.12 520.40 … 582.97 517.18 

T2(°C) 65.26 67.17 66.23 … 67.46 71.51 

d2(ms/cm) 433.16 417.06 390.93 … 434.61 425.08 

T3(°C) 70.11 65.999 71.81 … 75.37 74.29 

d3(ms/cm) 493.89 420.2 466.69 … 448.28 428.83 

cK (g/l) 186.55 200.59 204.53 … 191.55 198.55 

cA (g/l) 71.49 82.81 84.79 … 89.35 95.25 

cC (g/l) 26.1 25.52 26.28 … 23.3 20.8 

 
Most multiple modelling methods are using FCM and 

TSK fuzzy model, so we compare the measured values to the 
predicted values by FCM and TSK model without stable 
learning algorithm, and the proposed on-line fuzzy modeling 
method. As shown in Fig.4, from the curves we can see the 
accuracy of the proposed method is relatively high, and good 
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effect is achieved by using on-line clustering and stable 
learning. 

 
Fig.4 The predicted results of different methods 

C. Results Analysis 
Compared the proposed method with FCM and TSK 

model algorithm, the prediction accuracy is shown in Table 
Ш, among them there is MAX, MSE criteria defined as 
follows: 

)ˆ(max
1

ii

n

i
yyMAXE −=

=
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=

−=
n

i
ii yy

n
RMSE

1

2ˆ1                           (25) 

where ŷ and y are value of prediction and measurement 
respectively. 

TABLE Ш 
ACCURACY COMPARISON OF DIFFERENT METHODS 

Method FCM+TSK On-line fuzzy  
MAXE 12.56 8.37 cK RMSE 5.69 3.29 
MAXE 10.51 6.67 cA RMSE 5.09 2.73 
MAXE 11.88 5.09 cC RMSE 2.92 1.05 

From the results we can see the accuracy is improved by 
using nonlinear and on-line fuzzy modeling method. The 
above analysis indicates that our method is accurate enough 
to satisfy the industrial requirements in alumina production, 
and it is also a guideline for process engineers to arrive at the 
control and optimum operational strategy. 

V. CONCLUSION 
A novel fuzzy modelling method is proposed for 

measuring component concentrations of sodium aluminate 
solution. It presents a new solution for the on-line 
measurement problem in alumina production process. 

Considering the same temporal interval between the input 
and output spaces, an on-line clustering algorithm is applied. 
Together with some fuzzy TSK models, it is used to capture 
the nonlinear between the inputs and outputs. The industrial 
experiment results indicate that the prediction accuracy of 
the proposed method is relatively high and it is also a basis of 
control and optimization operation in the alumina 
production. 
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