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Abstract— For stabilization of linear systems subject to input
saturation, there exist four different approaches of low-gain
design all of which are independently proposed in the literature,
namely direct eigenstructure assignment, H2 and H∞ algebraic
Riccati equation (ARE) based methods, and parametric Lya-
punov equation based method. We show here all these methods
are rooted in and can be unified under two fundamental control
theories, H2 and H∞ theory. Moreover, both the H2 and H∞ ARE
based methods are generalized to consider systems where all
input channels are not subject to saturation, and explicit design
methods are developed.

I. INTRODUCTION

The low-gain feedback design methodology was first de-

veloped in [6], [7] to achieve semi-global stabilization of

linear systems subject to input saturation. Since then, it has

been widely employed in various control problems, such as

output regulation with constraints, H2 and H∞ optimal control

etc [10], [11]. The low-gain feedback can be constructed

using four different approaches, namely direct eigenstructure

assignment [6], [7], H2 and H∞ algebraic Riccati equation

(ARE) based methods [10], [19], and parametric Lyapunov

equation based method [20], [21]. Although these four

methodologies were independently proposed in literature, we

shall show in this paper that they are all rooted in and can

be unified under two fundamental control theories, H2 and

H∞ theory.

Moreover, all these designs of low-gain consider only the

case where low gains are demanded by all input channels,

and consequently require the asymptotic null controllability

with bounded input (ANCBC) of the given system. In this

note, we introduce the concept of H2 and H∞ low-gains in a

general setting where partial or all input channel are engaged

with low-gain. We provide explicit existence conditions and

design methods which yield the classical ANCBC condition

and the four design methods as special cases.

Standard notations are used in this paper. C
−, C

# and

C+ denote open left half complex plane, the imaginary

axis and open right half complex plane respectively. For

x ∈ Rn, ‖x‖ denotes its Euclidean norm and x′ denotes the

transpose of x. For X ∈ Rn×m, ‖X‖ denotes its induced 2-

norm and X ′ denotes the transpose of X . For a vector-valued
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continuous-time signal y, ‖y‖Lp
denotes the Lp norm of y.

For a continuous-time system Σ having a q×ℓ stable transfer

function G, ‖G‖2 and ‖G‖∞ denote respectively the standard

H2 and H∞ norm of G.

II. Definition of H2 and H∞ low-gain sequences

Consider the linear time invariant continuous-time system,

Σ :

{

ẋ = Ax+Bu

z = Du
(1)

where x∈Rn, u∈Rm and z∈Rm0 . Without loss of generality,

we assume that D =
(

Im0
0
)

.

In what follows, a state feedback gain such as Fε param-

eterized in a parameter ε is called a gain sequence since as

ε changes one obtains a sequence of gains. We define below

formally what we mean by H2 and H∞ low-gain sequences.

Definition 1: For the system Σ in (1), the H2 low-gain

sequence is a sequence of parameterized static state feedback

gains Fε for which there exists an ε∗ such that the following

properties hold:

1) There exists a M such that ‖Fε‖≤M for any ε ∈ (0,ε∗];
2) A+BFε is Hurwitz stable for any ε ∈ (0,ε∗];
3) For any x(0)∈Rn, the closed-loop system with u=Fε x

satisfies limε→0 ‖z‖L2
= 0.

The H∞ low-gain sequence will depend on an a priori

given data γ , hence we define it as the γ-level H∞ low-gain

sequence. Whenever we refer to the H∞ low-gain sequence,

we always imply the γ-level H∞ low-gain sequence.

Definition 2: For Σ in (1) and for an arbitrary E ∈Rn×p,

define an auxiliary system

Σ∞ :

{

ẋ = Ax+Bu+Eω
z = Du,

(2)

and the infimum

γ∗ = inf
F

{

‖DF(sI −A−BF)−1E‖∞ | λ (A+BF) ∈C−
}

. (3)

For a given γ > γ∗, the γ-level H∞ low-gain sequence

is a sequence of parameterized static state feedback gains

Fε(E,γ) for which there exists an ε∗ such that

1) There exists a M such that ‖Fε(E,γ)‖ ≤ M for any

ε ∈ (0,ε∗];
2) A+BFε(E,γ) is Hurwitz stable for any ε ∈ (0,ε∗];
3) For system Σ∞ with u = Fε(E,γ) and any x(0) ∈ Rn,

lim
ε→0

{

sup
ω∈L2

(‖z‖2
L2

− γ‖ω‖2
L2

)

}

= 0.
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III. Properties of H2 and H∞ low-gain

sequences

Theorem 1: For the system Σ in (1) with a given E ∈
Rn×p and a γ > γ∗ where γ∗ is defined in (3), a sequence of

feedback gains Fε(E,γ) is a γ-level H∞ low-gain sequence

only if it is an H2 low-gain sequence.

Proof: By setting ω = 0 in the definition of H∞-γ-level

low-gain sequence, we immediately conclude this result.

Remark 1: The converse of Theorem 1 is not true. For

any given E , we can always construct a γ1-level H∞ low-

gain sequence with γ1 > γ which, according to Theorem 1,

is a H2 low-gain sequence but not a γ-level H∞ low-gain

sequence.

The next theorem shows that for the closed-loop system

Σ in (1) with either an H2 low-gain controller u = Fε x or

an H∞ low-gain controller u = Fε(E,γ)x, the magnitude of z

and DFε or DFε(E,γ) can be made arbitrarily small.

Theorem 2: The closed-loop system (1) with either u =
Fε x or u = Fε(E,γ)x satisfies the following properties:

1) limε→0 ‖z‖L∞ = 0,

2) limε→0 DFε = 0 and limε→0 DFε(E,γ) = 0.

Proof: Owing to Theorem 1, we only need to prove

these two properties for an H2 low-gain sequence. The fact

that ‖z‖L2
→ 0 as ε → 0 for any x(0) implies that

lim
ε→0

‖Fεe(A+BFε)t‖= 0.

Since ‖Fε‖ is bounded for all ε ∈ (0,ε∗], ‖A+BFε‖ is also

bounded for all ε ∈ (0,ε∗]. We have

lim
ε→0

‖Fεe(A+BFε)t(A+BFε)‖= 0.

This implies that ż ∈ L2 and moreover limε→0 ‖ż‖L2
= 0.

Applying Cauchy-Schwartz inequality, we can show that
∣

∣‖z(t)‖2 −‖z(0)‖2
∣

∣≤ 2‖ż‖[0,t]
L2

‖z‖[0,t]
L2

. (4)

Let ε be fixed and t →∞. Since A+BFε is Hurwitz, ‖z(t)‖→
0. We have then ‖z(0)‖2 ≤ 2‖ż‖L2

‖z‖L2
. Then let ε → 0. We

conclude that for any x(0) ∈ Rn,

lim
ε→0

‖z(0)‖2 = lim
ε→0

‖DFεx(0)‖2 = 2 lim
ε→0

‖ż‖L2
‖z‖L2

= 0,

and hence limε→0 DFε = 0. On the other hand, (4) also yields

‖z(t)‖2 ≤ 2‖ż‖[0,t]
L2

‖z‖[0,t]
L2

+‖z(0)‖2 ≤ 2‖ż‖L2
‖z‖L2

+‖z(0)‖2.

Therefore, limε→0 ‖z‖L∞ = 0.

We emphasize that if Fε is not bounded, the above theorem

is not true in general.

Theorem 2 enables us to connect to the literature and

explain why the H2 and γ-level H∞ sequences as defined

in Definitions 1 and 2 are termed as ‘low-gain’ sequences.

As we alluded to in introduction to this paper, the name

low-gain sequence arose or has roots in one of the classical

problems, namely the problem of semi-globally stabilizing a

linear system subject to actuator saturation. (For readers not

familiar with the saturation literature, we refer to [1], [3],

[4], [12], [18] for more details.) To be precise, let

˙̄x = Āx̄+ B̄σ(ū) (5)

where the function σ(·) denotes a standard saturation; that is,

σ(ū) = sign(ū)min{1, |ū|}. Let the pair (Ā, B̄) be stabilizable

and Ā has all its eigenvalues in the closed left half plane.

Consider a state feedback controller, ū = F̄ε x̄ where F̄ε

is a parameterized sequence with the parameter as ε . If the

feedback sequence F̄ε satisfies all the three conditions posed

in Theorem 3.1 of [7], it is known as a ‘low-gain’ feedback

in the context of stabilization of linear systems subject to

saturation (see also [5]). In fact, the state feedback controller

ū = F̄ε x̄ where F̄ε is such a low-gain sequence semi-globally

stabilizes (5) for a small enough value of ε . That is, there

exists an ε∗ such that for all ε ∈ (0,ε∗), the closed-loop

system comprising (5) and ū = F̄ε x̄ is semi-globally stable

with a priori given (arbitrarily large) bounded set Ω being

in the region of attraction, and moreover the smaller the value

of ε the larger can be the a priori prescribed set Ω.

Having recalled above the classical semi-global stabi-

lization problem of a linear system with saturating linear

feedbacks, we can now emphasize its connection to Theorem

2. As is done in classical semi-global stabilization problem,

let us first assume that all the control channels are subject

to saturation. Then, to see the connection between such a

semi-global stabilization problem and Theorem 2, set D = Im

and thus take z = u as the constrained variable subject to

saturation. Then, Theorem 2 shows that the H2 and γ-level

H∞ sequences as defined in Definitions 1 and 2 satisfy all

the three conditions posed in Theorem 3.1 of [7], and hence

they can appropriately be termed as low-gain sequences.

Furthermore, as is evident from Theorem 2, they can readily

achieve semi-global stabilization of a continuous-time linear

system where all control inputs are subject to saturation

whenever it is achievable.

For the general setting when D =
[

Im0
0
]

for some

m0 < m, in the scenario of a linear system subject to

input saturation, all the input channels are not necessarily

constrained. To be precise, let

ξ̇ = Aξ +B0σ(u0)+B1u1 (6)

where ξ ∈ Rn, u0 ∈ Rm0 , u1 ∈ Rm−m0 and B =
[

B0 B1

]

.

Partial inputs as represented by u0 are subject to saturation.

In another word, we have the constrained variable z =
Du = u0. In this case, property 1 of Theorem 2 implies

that for an initial condition x0 in a given set and a pre-

specified saturation level ∆, there exists an ε∗ such that

for all ε ∈ (0,ε∗) the closed-loop system satisfies ‖z(t)‖ =
‖u0(t)‖ = ‖DFεe(A+BFε)tx0‖ ≤ ∆ for all t ≥ 0. This implies

that the saturation can be made inactive for all time, and

hence the closed-loop system can in fact be linear. Therefore,

the stability of the closed-loop system directly follows from

Definitions 1 and 2.

IV. Existence of H2 and H∞ low-gain sequences

Theorem 3: For the system Σ in (1) with an arbitrarily

given E ∈ Rn×p and γ > γ∗ where γ∗ is defined in (3), the

H2 and γ-level H∞ low-gain sequences exist if and only if

1) (A,B) is stabilizable;
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2) (A,B,0,D) is at most weakly non-minimum phase, i.e

it has all its invariant zeros are in C−∪C#.

Remark 2: In the special case of D = Im, the invariant

zeros of (A,B,0, I) coincide with the eigenvalues of A. Hence

Condition 2 requires all the eigenvalues of A are in closed

left half plane. In this case, a system that satisfies Conditions

1 and 2 is said to be asymptotically null controllable with

bounded control (ANCBC), see [17].

Proof: For the case of H2 low-gain sequence, let γ∗2 =
√

trace(P) where P is the unique semi-stabilizing solution

to the continuous-time linear matrix inequality (CLMI),
(

A′P+PA PB

B′P D′D

)

≥ 0. (7)

It is evident from [11] that H2 low-gain sequence exists if and

only if γ∗2 = 0, i.e. P = 0. This is equivalent to the conditions

that (A,B) is stabilizable and

rank

(

sI −A −B

0 D

)

= normrank

(

sI −A −B

0 D

)

for any s ∈ C+, i.e. (A,B,0,D) is at most weakly non-

minimum phase.

For the case of H∞ low-gain sequence, we can easily verify

[15] that given γ > γ∗ the γ-level H∞ low-gain sequences

exist if and only if, P = 0 is a semi-stabilizing solution to

the continuous-time quadratic matrix inequality (CQMI),
(

A′P+PA+ γ−2PEE ′P PB

B′P D′D

)

≥ 0,

which is equivalent to the conditions that (A,B) is stabilizable

and that the matrix pencil
(

sI−A −B

0 D

)

does not have any zeros on the open right half plane, i.e. the

system is at most weakly non-minimum phase.

Remark 3: As shown in the foregoing discussion, the low-

gain sequences achieve semi-global stabilization of linear

systems subject to input saturation. In order to design a low-

gain sequence for the system (5), one can choose D = Im

in (1). The above theorem then shows that the necessary

and sufficient conditions for semi-global stabilization are

that (A,B) is stabilizable and all the invariant zeros of

(A,B,0, Im) are in the closed left half plane. It is known that

the invariant zeros of (A,B,0, Im) coincide with eigenvalues

of A. Hence Conditions 2 implies that all the eigenvalues of

A are in the closed left half plane. Note that in this case of

D = Im, conditions 1 and 2 are well known to the saturation

community as classical ANCBC conditions, see [17].

However, in general all the system inputs may not have

to be subject to saturation as shown in (6). To design a

low-gain feedback sequence for this type of system, we

can choose D =
[

Im0
0
]

in (1). Then the necessary and

sufficient conditions as required in Theorem 3 are that (A,B)
is stabilizable and the invariant zeros of (A,B,0,D) are in

the closed left half plane. It can be shown that the invariant

zeros of (A,B,0,D) in this case are a subset of eigenvalues

of A (see [13]). Therefore, only some eigenvalues of A have

to be constrained while the others can be completely free.

Moreover, Theorem 2 identifies those eigenvalues that need

to be restricted. To illustrate this, consider a linear system

with a partial input subject to saturation,








ẋ1

ẋ2

ẋ3

ẋ4









=









0 1 0 0

−1 0 0 0

0 0 2 1

1 2 0 3

















x1

x2

x3

x4









+









0

1

1

0









σ(u0)+









0

0

0

1









u1.

Clearly (A,B) is stabilizable. Matrix A has eigenvalues

( j,− j,2,3). It can be identified that ( j,− j) are the invariant

zeros of (A,B,0,D), which are on the imaginary axis. Hence

the two conditions in Theorem 3 are still satisfied while the

two eigenvalues (2,3) are in the right half plane.

V. Design of H2 low-gain sequences

The H2 low-gain design procedures developed here yield

the classical low-gain design methods as special cases. We

note that the H2 low-gain sequence as defined in Definition

1 for the system Σ in (1) is equivalent to a bounded H2 sub-

optimal sequence of controller for the following auxiliary

system,
Σ2

{

ẋ = Ax+Bu+ω
z = Du.

Such an H2 sub-optimal controller for Σ2 can be constructed

using either direct eigenstructure assignment method or per-

turbation method, see [9], [11].

A. Direct eigenstructure assignment method

The design basically follows the SOSFGS algorithm devel-

oped in [8], [9]. There exists a nonsingular state transforma-

tion [x′a,x
′
c]
′ =T1x such that the system Σ2 can be transformed

into a compact Special Coordinate Basis (SCB) form:

Σ̄2 :







(

ẋa

ẋc

)

=

[

Āa 0
⋆ Ac

](

xa

xc

)

+

[

0
Bc

]

u1 +

[

B̄a

Bac

]

u0 +Eω

z = u0,

(8)

where xa ∈ Rna , xc ∈ Rnc , u0 ∈ Rm0 , uc ∈ Rmc , na + nc =
n and m0 +mc = m, and ⋆ denotes matrix of less interest.

The eigenvalues of Aa are the invariant zeros of system Σ.

Theorem 3 implies that (Aa,Ba) is stabilizable and Aa has

all its eigenvalues in the closed left half plane. Moreover,

(Ac,Bc) is controllable. Details of SCB can be found in [13].

In order to use the eigenstructure assignment method, we

need to perform another transformation [x̄′a,x
′
c]
′ = T2[x

′
a,x

′
c]
′

such that the system can be further converted into:

Āa =













A1 A12 · · · A1ℓ 0
0 A2 · · · A2ℓ 0
.
..

.

..
. . .

.

..
.
..

0 0 · · · Aℓ 0
0 0 0 0 Ao













,

B̄a =













B1 0 · · · 0 B1,o

0 B2 · · · 0 B2,o

...
...

. . .
...

...
0 0 · · · Bℓ Bℓ,o

Bo,1 Bo,2 · · · Bo,ℓ Bo













,
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and where Ao is Hurwitz stable, (Ai,Bi) is controllable, and

Ai has all its eigenvalues on the imaginary axis. Moreover,

(Ai,Bi) is in the controllability canonical form as given by

Ai =

















0 1 · · · 0 0

0 0
. . .

.

.. 0
..
.

..

.
. . . 1

..

.
0 0 · · · 0 1

−αi,0 −αi,1 · · · −αi,ni−2 −αi,ni−1

















, Bi =













0
0
.
..
0
1













.

For each pair (Ai,Bi), let the feedback gain Fi(ε) be such

that λ (Ai +BiFi(ε)) =−ε −λ (Ai). Define

Fa,ε =

[

blkdiag{F̄i(ε)}ℓi=1
0

]

, F̄i(ε) = Fi(ε
2ℓ−i(ri+1+1)...(rℓ+1))

where ri is the largest algebraic multiplicity of eigenvalues of

Ai. Since (Ac,Bc) is controllable, we can choose a bounded

Fc such that Ac + BcFc is stable and has a desired set of

eigenvalues. The sequence of feedback gains for the system

Σ2 can then be constructed as

Fε =

(

Fa,ε 0

0 Fc

)

T2T1.

Clearly, Fε is bounded and A+BFε is Hurwitz. It follows

from [9] that Fε also satisfies Property 3 in Definition 1.

Therefore, Fε is an H2 low-gain sequence.

Remark 4: For D = Im, the above design procedure re-

covers the direct eigenstructure assignment method in the

classical low-gain design of [6] for linear systems subject to

input saturation.

B. Perturbation methods

The philosophy of perturbation methods used in H2 low-

gain design is the same as in classical H2 sub-optimal

controller design, that is to perturb the data of the system so

that an H2 optimal controller exists for the perturbed system

and then based on continuity argument, we can obtain a

sequence of H2 low-gains for the original system utilizing

H2 optimal control design techniques developed in [11].

For a given quadruple (A,B,C,D), let a sequence of

perturbed data (Aε ,Bε ,Cε ,Dε) be such that Aε → A, Bε → B,

Q̄ε → Q̄0 as ε → 0 and Q̄ε is continuous at ε = 0 where

Q̄0 =
[

C D
]′ [

C D
]

, Q̄ε =
[

Cε Dε

]′ [
Cε Dε

]

. (9)

For this perturbation (Aε ,Bε ,Cε ,Dε ) to be admissible for H2

low-gain design, it has to satisfy the following conditions:

1) The positive semi-definite semi-stabilizing solution Pε

to the CLMI ,
[

A′
ε Pε +PεAε PεBε +C′

εDε

B′
ε Pε +D′

εCε D′
ε Dε

]

≥ 0, (10)

converges to 0.

2) An H2 optimal state feedback controller Fε ex-

ists for the perturbed system characterized by

(Aε ,Bε ,Cε ,Dε , I) and can, for instance, be constructed

using the (COGFMDZ) or (COGFMDZ)nli algorithm

in [11].

Moreover, the obtained Fε should satisfy:

3) Fε is bounded.

4) Fε is such that A+BFε is Hurwitz.

5) limε→0 ‖(C+DFε)(sI −A−BFε)
−1‖2 = 0.

If (Aε ,Bε ,Cε ,Dε) and the corresponding Fε satisfy the 5

conditions stated above, then Fε is an H2 low-gain sequence.

Specifically in our problem, for the system Σ in (1) character-

ized by (A,B,C,D) with C = 0, we can use two perturbation

methods to design an H2 low-gain sequence.

a) Perturbation method I: The classical perturbation

that is used in H2 sub-optimal control is in the form

(A,B,Cε ,Dε ) where Cε and Dε are such that (A,B,Cε ,Dε )
has neither invariant zeros nor infinite zeros, and

Q̄ε → Q̄0 as ε → 0, Q̄ε1
≤ Q̄ε2

with 0 ≤ ε1 ≤ ε2 ≤ β . (11)

for some β > 0 and Q̄ε and Q̄0 are defined in (9). This leads

to a perturbed system

Σε
2 :

{

ẋ = Ax+Bu+w

zε = Cε x+Dεu

For this perturbation, we have:

• since Cε and Dε satisfy (11), condition 1 follows from

Theorem 5 in Appendix.

• since the quadruple (A,B,Cε ,Dε ) has neither finite

invariant zeros nor infinite zeros, condition 2 follows

from Lemma 5.6.3 in [11].

• since we do not perturb A and B, condition 4 is obvious.

• since u = Fεx is an H2 optimal state feedback for the

perturbed system and Pε → 0, we have that ‖(Cε +
Dε Fε)(sI −A−BFε)

−1‖2 → 0. Then (11) implies that

‖(C+DFε)(sI −A−BFε)
−1‖2

≤ ‖(Cε +DεFε)(sI −A−BFε)
−1‖2.

Therefore, ‖(C+DFε)(sI−A−BFε)
−1‖2 → 0 as ε → 0.

We find that conditions 1, 2, 4, 5 are always satisfied by

this type of perturbation. It remains to verify condition 3.

We note that since C = 0 in our problem, we can always

find a (Cε ,Dε) such that an bounded Fε can be constructed

following (COGFMDZ) or (COGFMDZ)nli algorithm in

[11]. In what follows, we give two examples for this type of

perturbation.

Example 1: One choice of perturbation for system Σ2 is

given by (A,B,Cε ,Dε) where

C′
ε =

[

0 0
√

Qε
′]
, D′

ε =
[

D′ εI 0
]′
,

and Qε ∈Rn×n is such that

Qε > 0 and lim
ε→0

Qε = 0. (12)

Clearly, (A,B,Cε ,Dε) does not have any zero structure (that

is, neither invariant zeros nor infinite zeros), and (Cε ,Dε )
satisfies (11). Hence we only need to check condition 3. Let

Xε be the positive definite solution of H2 ARE,

A′Xε +XεA+Qε −XεB′(D′
ε Dε)

−1BXε = 0, (13)

4466



The H2 optimal static state feedback for the perturbed system

can then be constructed as

Fε =−(D′
ε Dε)

−1B′Xε .

When m0 = m, i.e. D = Im, Fε is bounded for ε ∈ [0,1] and

hence is an H2 low-gain sequence. Moreover, it recovers the

standard H2-ARE based low-gain design for linear systems

subject to input saturation [10]. However, when m0 < m, the

boundedness of Fε needs to be proved. In the next example,

we present an alternative perturbation of (Cε ,Dε) which

automatically generates a bounded Fε for any m0 ≤ m.

Example 2: We can also perturb the auxiliary system Σ̄2

in its compact SCB form (8) as:

Σ̄ε
2,I :















[

ẋa

ẋc

]

=

[

Aa 0

⋆ Ac

][

xa

xc

]

+

[

0

Bc

]

uc+

[

Ba

Bac

]

u0+T1w
[

z

zε,1

]

=

[

0 0√
Qε 0

][

xa

xc

]

+

[

Im0
0

0 0

][

u0

uc

]

,

where Qε satisfies (12). In this case,

Cε =

[

0 0√
Qε 0

]

, Dε =

[

Im0
0

0 0

]

.

The perturbed system does not have zero structure (that

is, neither invariant zeros nor infinite zeros) and (Cε ,Dε )
satisfies (11). We proceed to check condition 3.

Let Xε be the positive definite solution of H2 ARE,

A′
aXε +XεAa +Qε −Xε,1BaB′

aXε = 0,

and choose a bounded Fc such that Ac+BcFc is Hurwitz. An

H2 optimal static state feedback gain Fε for the perturbed

system can be constructed as

Fε =

[

−B′
aXε 0

0 Fc

]

T1.

Fε is bounded for any m0 ≤ m and ε ∈ [0,1]. Therefore, it

is an H2 low-gain sequence. When m0 = m, i.e. D = Im, we

recover the standard H2-ARE low-gain design of [10].

b) Perturbation method II: In perturbation method I,

we add fictitious outputs to completely remove zero dynam-

ics. However, we can also directly perturb system dynamics

to move those invariant zeros on the imaginary axis without

adding outputs. Consider a perturbation (Aε ,Bε ,C,Dε ) which

leads to the following perturbed system

Σ̄ε
2,II :

{

˙̄x = Aε x̄+Bεu+ω
z̄ = Dε u

where Aε = (1+ε)A, Bε = (1+ε)B, Dε = (1+ε)D and

ε small enough such that ((1+ε)A,(1+ε)B) is stabilizable.

For the sake of clarity, we focus on this particular choice of

perturbation. The conditions required for perturbation can be

verified as follows:

• Since both (Aε ,B,0,D) and (A,B,0,D) have the same

normal rank, condition 1 follows from Theorem 4 in

Appendix.

• since (Aε ,B,0,D) does not have any invariant zeros on

the imaginary axis and has no infinite zeros, condition

2 follows from Lemma 5.6.3 in [11].

• Note that DFε e(A+BFε+
ε
2

I)t = e
ε
2

tDFεe(A+BFε)t . This

implies that ‖DFε(sI − A − BFε)‖2 ≤ ‖DFε(sI − A −
ε
2
I − BFε)‖2. Therefore, ‖DFε(sI −A−BFε)‖2 → 0 if

‖DFε(sI−A− ε
2
I−BFε)‖2 → 0. We find that conditions

5 is satisfied.

• Obviously, A+BF is Hurwitz stable if A+BF + ε
2
I is

Hurwitz stable. Therefore, condition 4 is satisfied.

Therefore, the conditions 1, 2, 3 can be satisfied. For this

perturbation, we can always construct a bounded H2 optimal

controller following (COGFMDZ)nli algorithm. This can be

done as follows. We first find a nonsingular state transfor-

mation independent of ε ,
(

x−
′

a x#
′

a x′c
)

= T2x′, such that

the perturbed system can be transformed into its SCB form,

Σ̄ε
2,II :







































ẋ−a
ẋ#

a

ẋc



 =





A−
a + ε

2 I 0 0

0 A#
a + ε

2 I 0

⋆ ⋆ Ac +
ε
2 I









x−a
x#

a

xc





+





0
0

Bc



uc +





B−
a

B#
a

Bac



u0 +Eω

z = u0,

(14)

where A−
a is Hurwitz stable, the pairs (A#

a ,B
#
a ) and (Ac,Bc)

are controllable and the eigenvalues of A#
a are on the

imaginary axis. The eigenvalues of (1+ε)A#
a and (1+ε)A−

a

are the invariant zeros of the perturbed system. For a small

ε , (1+ ε)A−
a is also Hurwitz stable. Let Xε be the positive

definite solution of ARE,

(A#

a + ε
2
I)′Xε +Xε(A

#

a + ε
2
I)−XεB#

a B#
′

a Xε = 0, (15)

and choose a bounded Fc such that Ac +BcFc is Hurwitz.

The H2 low-gain sequence Fε can be constructed as

Fε =

[

0 −B#
′

a Xε 0

0 0 Fc

]

T2.

Remark 5: In the special case when D = Im, this method

recovers the parametric Lyapunov approach to low-gain de-

sign as in [20] for linear systems subject to input saturation.

VI. Design of H∞ low-gain sequences

Different alternate design procedures for γ-level H∞ low-

gain sequences we develop here recover the classical H∞-

ARE low-gain design methods in [19] as a special case.

A. Direct eigenstructure assignment method

The direct eigenstructure assignment method of γ-level

H∞ low-gain design can be found in [2]. In this paper, we

focus on designing γ-level H∞ low-gain sequences using

perturbation methods.

B. Perturbation methods

The philosophy of the perturbation methods is similar

to that in H2 low-gain design. However, the conditions

imposed on perturbations are more restrictive. For a given

quintuple (A,B,C,D,E), let a sequence of perturbations

(Aε ,Bε ,Cε ,Dε ,Eε) be such that Aε → A, Bε → B, Eε →
E and Q̄ε → Q where Q and Q̄ε are defined in (9).
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(Aε ,Bε ,Cε ,Dε ,Eε) is admissible for γ-level H∞ low-gain

design if it satisfies the following conditions:

1) Define

γ∗ε = inf
F

{

‖(Cε +DεF)(zI −Aε −BεF)−1Eε‖∞

| λ (Aε +BεF) ∈C−} . (16)

For a sufficiently small ε , we have γ∗ε < γ .
2) The positive semi-definite semi-stabilizing solution Pε

to CQMI,
[

A′
ε Pε +Pε Aε +C′

εCε + γ−2Pε Eε E ′
ε Pε Pε Bε +C′

ε Dε
B′

ε Pε +D′
εCε D′

ε Dε

]

≥ 0,

satisfies Pε → 0 as ε → 0.

3) (Aε ,Bε ,Cε ,Dε) has neither invariant zeros on the imag-

inary axis nor any infinite zeros.

Using the above, a γ-level H∞ sub-optimal state feedback

Fε(E,γ) with γ > γ∗(ε) for the perturbed system can be

easily constructed following [14]. Moreover, such an Fε(E,γ)
should satisfy the next three conditions:

4) For ε sufficiently small, ‖(C + DFε(E,γ))(sI − A −
BFε(E,γ))

−1E‖∞ < γ ,

5) The Fε(E,γ) is bounded,

6) The Fε(E,γ) is such that A+BFε(E,γ) is Hurwitz.

If (Aε ,Bε ,Cε ,Dε ,Eε) and a constructed Fε(E,γ) satisfy all

6 conditions, this Fε(E,γ) is a γ-level H∞ low-gain sequence.

In our problem, for a given 5-tuple (A,B,C,D,E) with

C = 0 and the given γ > 0 satisfying γ > γ∗, two perturbation

methods can be used for γ-level H∞ low-gain design.

c) Perturbation method I: Similar to that in H2

low-gain design, the first perturbation is in the form of

(A,B,Cε ,Dε ,E) where Cε and Dε satisfy (11). We give two

examples.

Example 1: Consider a sequence of perturbations

(A,B,Cε ,Dε ,E) where

C′
ε =

(

0 0
√

Qε
′)
, D′

ε =
(

D′ εI 0
)

,

where Qε satisfies (12). We first verify below that this

perturbation is admissible for H∞ low-gain design.

• Suppose we apply any bounded F to the system (1)

characterized by (A,B,0,D,E) such that A + BF is

Hurwitz. Let γF = ‖DF(sI −A−BF)−1E‖∞. We have

(Cε +Dε F)(sI −A−BF)−1E =





DF(sI −A−BF)−1E

εF(sI −A−BF)−1E√
Qε(sI −A−BF)−1E



 .

Since A+BF is Hurwitz, F is bounded, there exists a

M such that

γF ≤ ‖(Cε +DεF)(sI −A−BF)−1E‖∞

≤ γF +max{λmax(Qε),ε}M.

This together with (12) implies that for a given γ , there

exists an ε∗ such that for ε ∈ (0,ε∗] conditions 1 and 4

are satisfied.

• (A,B,Cε ,Dε) has neither invariant zeros nor infinite

zeros. One can then design a γ-level H∞ sub-optimal

feedback Fε(E,γ) using the techniques from [14].

• It is easy to see that Cε and Dε satisfy (11). Then

condition 2 follows from Theorem 5 in Appendix.

• Since we only perturb C and D and Fε(E,γ) is obtained

using H∞ control techniques, condition 6 is obvious.

Therefore, for ε ∈ (0,ε∗], conditions 1, 2, 3, 4, and 6 are
all satisfied. Next, we construct a γ-level H∞ suboptimal
controller using the techniques developed in [14]. Let Xε
be the positive definite solution of H∞ ARE,

A′Xε +Xε A+C′
εCε −Xε B′(D′

ε Dε)
−1BXε + γ−2Xε EE ′Xε = 0.

Then a γ-level H∞ sub-optimal static state feedback can be

constructed as Fε(E,γ) =−(D′
ε Dε )

−1B′Xε .

When D = Im, this Fε(E,γ) is bounded for ε ∈ (0,ε∗].
Therefore, the condition 5 is satisfied and Fε(E,γ) is a γ-

level H∞ low-gain sequence. Moreover, it recovers the H∞-

ARE based low-gain design for semi-global stabilization

of linear systems subject to input saturation [19]. When

D =
[

Im0
0
]

with some m0 < m, the boundedness of Fε

needs to be proved. However, we present below an alternative

perturbation (Cε ,Dε ) which yields a bounded Fε(E,γ).
Example 2: First, we can transfer the system into the SCB

form (8) with transformation (x′a,x
′
c)

′ = T1x. Then consider

a perturbed system based on (8) as

Σε
∞,I :















(

ẋa

ẋc

)

=

[

Aa 0
⋆ Ac

](

xa

xc

)

+

[

0
Bc

]

uc +

[

Ba

Bac

]

u0 +

[

Ea

Ec

]

ω
(

z0

z1

)

=

[

0 0√
Qε 0

](

xa

xc

)

+

[

Im0
0

0 0

](

u0

uc

)

,

where Qε satisfies (12). For the same reasons as argued in

the previous example, there exists an ε∗ such that for ε ∈
(0,ε∗], conditions 1, 2, 3, 4 and 6 are satisfied. It remains

to check condition 5. Next we construct a γ-level H∞ sub-

optimal feedback Fε for the perturbed system following [14].

Let Xε be the positive definite solution of H∞ ARE,

A′
aXε +XεAa +Qε −XεBaB′

aXε + γ−2XεEaE ′
aXε = 0,

and choose a bounded Fc such that Ac +BcFc is Hurwitz.

The Fε(E,γ) can be constructed as

Fε(E,γ) =

[

−B′
aXε 0

0 Fc

]

T1.

Clearly, Fε(E,γ) is bounded for ε ∈ (0,ε∗]. Therefore,

Fε(E,γ) is a γ-level low-gain sequence.

d) Perturbation method II: We can also directly perturb

the system dynamics to move those invariant zeros on the

imaginary axis. Consider the perturbation (Aε ,Bε ,0,D,Eε)
where

Aε =(1+ ε)A, Bε =(1+ ε)B, Eε =(1+ ε)E

and ε small enough such that ((1+ε)A,(1+ε)B) is stabiliz-

able. We shall focus on this particular choice of perturbation.

• Given A+ ε
2
I +BF Hurwitz stable, we have ‖DF(sI −

A− BF)−1E‖∞ ≤ ‖DF(sI −A− ε
2
I − BF)−1E‖∞. This

implies that conditions 1 and 4 are satisfied.

4468



• Since (A + ε
2
I,B,0,D) always have the same normal

rank as that of (A,B,0,D), the condition 2 follows from

Theorem 4 in Appendix.

• Since (A+ ε
2
I,B,0,D) does not have any invariant zeros

on the imaginary axis, the condition 3 is satisfied.

• A+BF is Hurwitz if A+ ε
2
I+BF is Hurwitz.

Therefore, Conditions 1, 2, 3, 4 and 6 are satisfied for

sufficiently small ε . Moreover, one can always design a

bounded γ-level H∞ state feedback as in [14] as follows:

The perturbed system can be transformed into its com-

pact SCB form using a nonsingular state transformation:
[

x
′
a x#

′
a x′c

]′
= T2x as:

Σ̄ε
∞,II :







































ẋ−a
ẋ#

a

ẋc



 =





A−
a + ε

2 I 0 0

0 A#
a + ε

2 I 0

⋆ ⋆ Ac +
ε
2 I









x−a
x#

a

xc





+





0
0

Bc



uc +





B−
a

B#
a

Bac



u0 +





E−
a

E#
a

Ec



ω

z = u0,

(17)

where A−
a is Hurwitz, (Ac,Bc) is controllable and (A#

a ,B
#
a )

is controllable. For a sufficiently small ε , A−
a + ε

2
I is Hurwitz

as well. Let Xε be the positive definite solution of H∞ ARE,

(A#
a + ε

2 I)′Xε +Xε (A
#
a + ε

2 I)−Xε B#
a B#′

a Xε + γ−2Xε E#
a E#′

a Xε = 0.

Let Fc be bounded and such that Ac +BcFc is Hurwitz, and

the γ-level H∞ sub-optimal controller is given by

Fε(E,γ) =

[

0 −B#
′

a Xε 0

0 0 Fc

]

T2.

Since Xε is bounded, Fε(E,γ) is bounded. Therefore,

Fε(E,γ) is a γ-level H∞ low-gain sequence.

APPENDIX

Here our concern is the continuity of semi-stabilizing

solution of the following CQMI associated with the 5-tuple

(A,B,C,D,E) and γ > γ∗
[

A′P+PA+C′C+ γ−2PEE ′P PB+C′D
B′P+D′C D′D

]

≥ 0, (18)

where

γ∗ := inf
F

{

‖(C+DF)(sI −A−BF)−1E‖∞ | λ (A+BF) ∈ C
−
}

We recall the following theorem from [16]:

Theorem 4: Consider a 5-tuple (A,B,C,D,E). Suppose

(A,B) is stabilizable, (A,B,C,D) does not have any invariant

zeros in C+, and γ > γ∗. Let a sequence of perturbed data

(Aε ,Bε ,Cε ,Dε ,Eε) converges to (A,B,C,D,E). Moreover,

assume that the normal rank of Cε(sI−Aε)
−1Bε +Dε is equal

to the normal rank of C(sI−A)−1B+D for all ε . Then, the

smallest positive semi-definite semi-stabilizing solution of

CQMI (18) associated with (Aε ,Bε ,Cε ,Dε ,Eε ) converges to

the smallest positive semi-definite semi-stabilizing solution

of CQMI associated with (A,B,C,D,E).
In the perturbation method I of both H2 and H∞ low-

gain design, we use perturbations which do not necessarily

preserve the normal rank. In this case, we use the following:

Theorem 5: Consider a 5-tuple (A,B,C,D,E) and γ > γ∗.

Suppose a sequence of perturbations (Cε ,Dε) converges to

(C,D), and satisfies the following conditions:

1) Q̄ε is continuous at ε = 0;

2) there exists a β such that for 0 ≤ ε1 ≤ ε2 ≤ β , we have

Q̄ε1
≤ Q̄ε2

.

where Q̄ε is defined in (9). Then the semi-stabilizing solution

to CQMI (18) associated with (A,B,Cε , Dε ,E) converges to

the semi-stabilizing solution of CQMI (18) associated with

(A,B,C,D,E).

REFERENCES

[1] D.S. BERNSTEIN AND A.N. MICHEL, “Special Issue on saturating
actuators”, Int. J. Robust & Nonlinear Control, 5(5), 1995, pp. 375–
540.

[2] B.M. CHEN, Robust and H∞ control, Communication and Control
Engineering Series, Springer Verlag, 2000.

[3] T. HU AND Z. LIN, Control systems with actuator saturation: analysis

and design, Birkhäuser, 2001.
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