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Abstract— Security is an important issue in networked
control systems, but has not received sufficient attention.
The fundamental step for realizing a security protocol for
networked control systems is to establish a secret key between
the sensor and controller. Traditional approaches for key
establishment such as the Public Key Infrastructure (PKI)
usually incur significant overhead. In this paper, the common
information of the physical system state is exploited for the
key establishment between the sensor and the controller.
In this scheme, the controller takes an action that causes
the system state to change, which can be observed by the
sensor. The controller and the sensor will then exchange
messages to find the common random bits in the predicted
and observed system states, respectively. The secret key will
be generated from the common bits. The theoretical bound
for the rate of generating common bits is analyzed using
information theoretic analysis. This key establishment scheme
is implemented on a remote controlled inverted pendulum.
Experiments show that the proposed algorithm can generate
tens of common bits per second.

I. INTRODUCTION

Networked control systems have been intensively stud-

ied for various applications such as unmanned vehicle net-

works and remote system state monitoring [2] [7]. Many

aspects of networked control systems have been addressed,

e.g., the impact of networking metrics like delay and

packet loss on the observability and stability of the system,

and the control strategy subject to communication delay

or packet drop. However, few studies have considered the

security aspect of networked control systems [1] [5] [6].

This is in a sharp contrast to the importance of security in

control systems. In many cases, it is undesirable to leak

the system state to an eavesdropper. Moreover, an intruder

may break the information integrity and replace the sensor

observations with false ones, thus causing instability of

the whole system. Therefore, there is a pressing need to

study the security of networked control systems. The cyber

security of the smart grid [4], an example of networked

control systems, has attracted significant attention [3].

A fundamental step in the security mechanism is to

establish a common secret key in each transmission pair for

the purposes of information privacy and message integrity.
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We require that the key establishment is dynamic and on-

line, thus effectively combating the possible eavesdroppers.

Traditional approaches involve a complicated mechanism

of key distribution like Public Key Infrastructure (PKI),

which incurs much overhead. However, if there is a

common randomness between the transmission pair, which

is unknown to other parties, the transmission pair can

use this common randomness to establish a secret key.

This approach has been applied in wireless communication

systems, in which the wireless channel gain between the

transmitter and receiver is used as the common random-

ness [9]–[12]. Such a scheme has been demonstrated by

hardware experiments [8] [13] [14] [15].

Motivated by this common randomness based key es-

tablishment, we propose a mechanism to use the common

information between a sensor and a controller, i.e., the

system state, to establish the secrete key in a networked

control system. In such a scheme, the controller takes

an action which causes a change of the system state.

The sensor reads the observations, which can also be

predicted by the controller. If the noise is not strong and

the prediction at the controller is precise, the observation

at the sensor and the prediction at the controller should be

similar. Then, both the observation and the prediction are

quantized. Subsequently, a procedure of message exchange

is carried out between the sensor and the controller to

extract the common bits. Finally, the common bits are

used for the secret key. Note that this requires an as-

sumption that an eavesdropper is unable to measure the

system state directly, which is valid in many situations.

We also analyzed the theoretical bound for the common

bit generation rate using information theoretic argument.

The results show that common bits can still be generated

even if the eavesdroppers has some partial information on

the system observation.

The remainder of this paper is organized as follows.

In Section II, the system model of the networked control

system is introduced. The theoretical bound for the com-

mon bit generation rate is analyzed in Section III. The

key establishment procedure is detailed in Section IV. An

experiment, based on an inverted pendulum, is carried out

in Section V. Finally, the conclusions are drawn in Section

VI.
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Fig. 1: An illustration of the key establishment procedure.

II. SYSTEM MODEL

We consider the following linear dynamic system:

x(t+ 1) = Ax(t) +Bu(t) +w(t)

y(t) = Cx(t) + n(t), (1)

where x is an N -vector and represents the system state,

y is an M -vector representing the observations and u is

a K-vector action taken by the controller. Both vectors

w and n are the perturbations to the linear system. We

assume that the eavesdropper is also able to observe the

system state via

z(t) = Dx(t) +m(t), (2)

in which D is the observation matrix for the eavesdropper

and m is the noise.

Both the sensor and the controller will generate a key

based on the signal it sends and receives. A key rate Rkey

is said to be achievable if for each ǫ > 0, there exists n0

such that for each N ≥ n0 we have that

Pr(KA 6= KB) ≤ ǫ,

1

N
H(KA) ≥ Rkey − ǫ,

1

N
I(KA;Z) ≤ ǫ, and

H(KA) ≥ log |KA| − ǫ. (3)

Here, the first requirement says that the keys generated at

the sensor and the controller should be the same with a

high probability. The second requirement specifies the key

rate. The third requirement says that the attacker obtains

negligible information about the generated keys. Finally,

the fourth requirement says that the generated key should

be uniformly distributed.

III. THEORETICAL BOUND

In this section, we develop theoretical bounds on the

rate of keys that can be generated from a control system.

A. No Attacker Observation Case

We first consider the case in which the attacker is not

able to observe the system state, i.e., D = 0. In this case,

one can model the dynamic between the control center

and the sensor as the following communication system:

the transmitter is the control center which sends u(t), the

receiver is the sensor which receives

y(t+ 1)=Cx(t+ 1) + n(t+ 1)

=C(Ax(t) +Bu(t) +w(t)) + n(t+ 1)

=CBu(t) +CAx(t) +Cw(t) + n(t+ 1).(4)

In (4), the term CBu(t) is the signal, the term Cw(t) +
n(t+1) is the noise. The term CAx(t) can also be mod-

eled as noise. However, the receiver has partial knowledge

about this term obtained from

y(t) = Cx(t) + n(t). (5)

Hence, along serving the control purposes, the controller

can use u(t) to send a secret key to the sensor. For an input

distribution on u, the following key rate is achievable

Rk = I(u;y(t),y(t+ 1)), (6)

in which I(x; y) denotes the mutual information between

x and y.

We have

Rk = I(u;y(t),y(t+ 1))

= I(u;y(t),y(t+ 1)−Ay(t))

≥ I(u;y(t+ 1)−Ay(t))
.
= I(u; ỹ), (7)

In this case, the interaction between the u and ỹ can be

modeled as a MIMO channel

ỹ = CBu(t) + ñ, (8)

in which ñ = Cw(t)+n(t+1)−An(t) is the noise with

covariance matrix

Σñ = CΣwC
T +Σn +AΣnA

T .

To maximize I(u; ỹ), one should choose the distribution

of u to be Gaussian input, which allows us to achieve the

key rate of

Rk =max
Σu

log det
(

CBΣuB
TCT +Σñ

)

− log det (Σñ)

=max
Σu

log det
(

CBΣuB
TCT +Σn

)

− log det
(

CΣwC
T +Σn +AΣnA

T
)

(9)

However, in practice, u also needs to serve for control

purposes, hence the distribution on u is not necessarily

Gaussian. Nevertheless, for any distribution, the key rate

I(u; ỹ) is achievable.
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B. General Case

In general, the attacker can also observe a noisy version

of the system state

z(t+ 1) = Dx(t+ 1) +m(t+ 1)

= DBu(t) +DAx(t) +Dw(t) + n(t+ 1).

Here, DBu(t) is the signal term, Dw(t) + n(t + 1) is

the noise term, DAx(t) is the interference term. The

eavesdropper also observes Dx(t)+m(t) which provides

side-information about the interference term. Now, the

scenario can be modeled as a MIMO wiretap channel [16].

For this MIMO wiretap channel the following secrecy rate

is achievable

Rk = [I(u;y(t),y(t+ 1))− I(u; z(t), z(t+ 1))]+, (10)

in which [x]+ = max{0, x}. To achieve this secrecy rate,

one should use the stochastic encoding technique [17].

More specifically, for each key value K, we associate

it with a group of codewords. When we decide to send

key k, we randomly select a codeword from the group

associated with the key. This additional randomness induce

uncertainty at the eavesdropper, while the receiver can

decode this randomness, and recover the key value.

We can further simplify (10). From (7), we know that

I(u;y(t),y(t+ 1)) ≥ I(u; ỹ(t)). Define

z̃(t+ 1) = DBu(t) +Dw(t) + n(t+ 1),

which is an interference free version of z̃(t+ 1). We use

Σz̃ to denote the covariance matrix of z̃(t + 1). Hence,

I(u; z(t), z(t+ 1)) ≤ I(u; z̃). As the result,

Rk ≥ [I(u; ỹ(t))− I(u; z̃(t))]+. (11)

To maximize (11), one should again choose u to be

Gaussian, which allows us to achieve

Rk ≥ [I(u; ỹ(t))− I(u; z̃(t))]+

≥max
Σu

[

log det
(

CBΣuB
TCT +Σñ

)

− log det (Σñ)

log det
(

DBΣuB
TDT +Σñ

)

− log det (Σz̃)
]

.

IV. KEY ESTABLISHMENT

While the bounds derived in Section III predict the

fundamental limits of key rates that can be generated, no

practical coding schemes have been designed so far to

achieve these bounds. In this section, we study practical

schemes that allows us to establish keys. For simplicity,

we will focus on the special case in which D = 0, i.e.,

the eavesdropper cannot observe the system state directly.

The design of practical schemes for the general D will

be our future work. We first introduce how to convey

the common information via the control action. Then, we

study how to extract the common random bits from the

common information.

A. Information via Control

The essence of key establishment is to establish a com-

mon information between the controller and the sensor.

This common information is the observation incurred by

the action taken by the controller. Since the attacker is

unable to sense the system directly (D = 0), there is no

way for the attacker to obtain this common information,

thus the secrete key.

We assume that key establishment happens at time slot

t. At this time, the previous key used for the transmission

from the sensor to the controller may not be reliable (this is

why a new key is needed). The controller takes an action

u(t). At time slot t + 1, the output vector y(t + 1) is

observed at the sensor. Then, the controller and the sensor

compute the following vectors separately:

sc = Bu(t), (12)

which is computed at the controller, and

ss = x̂(t+ 1)−Ax̂(t), (13)

which is computed at the sensor. Note that x̂(t) is the

estimation of the system state x(t), which can be obtained

from Kalman filtering. Obviously, ss is an estimation of

sc. If the estimation of the system state is precise and

the noise power is small, the vectors sc and ss should be

similar. Then, the sensor and the controller will exchange

information to establish the key. Once the key is correctly

established, the sensor will use the new key for the

transmission.

B. Obtaining Common Randomness

Now, we focus on the key establishment between the

sensor and the controller. First, we assume that K ≥ N ,

i.e., the dimension of the action vector u is larger than or

equal to that of the system state x. If not, we will truncate

both sc and ss to K dimensions, e.g., omitting the first

N −K dimensions. The reason is that, if K < N , only K

dimensions in sc and ss are independent and the remaining

N −K dimensions do not provide any new information.

1) Quantization: Both the controller and the sensor use

the N dimensions of sc and ss to generate the following

bit sequences by quantizing each dimension into B bits:

ssi = (bsi (1), ..., b
s
i (B)) , i = 1, ..., N, (14)

sci = (bci (1), ..., b
c
i (B)) , i = 1, ..., N, (15)

where, in the superscript, s means sensor and c means

controller.

2) Extracting Common Bits: Now we focus on only

one pair of sequence, e.g., ssi and sci . The procedure of

extracting common bits in other sequence pairs is the same.

We first introduce the approach for extracting common

bits from two bit sequences in [15], based on which we

will propose a more general method. Using the approach

in [15], the controller will first search for all the start

positions of excursions with q consecutive identical bits.
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When there are more than q consecutive identical bits, the

next excursion begins from the q + 1 bits. For example,

if ssi = 01101101 (suppose that B = 8 and q = 2),

then the corresponding locations are 2 and 5. Then, the

controller sends the locations to the sensor. The sensor will

check whether there exist excursions at these locations.

For example, if sci = 01101001, the sensor will find that

excursion exists at only bit 2 (although there exists another

excursion at bit 6, this location was not proposed by the

controller). Then, the sensor will send back 2, which means

that both the controller and sensor agree on the excursion

at location 2. Thus, they achieve the same bit 1. During this

procedure, although an eavesdropper can intercept the start

location(s) of the excursion(s), it cannot determine whether

the corresponding bit is 0 or 1 since this information is

never revealed during the information exchange.

Now, we propose our approach for generating the two

common bits sequences. First, we observe that the proce-

dure of extracting common bits in [15] (the details are

omitted due to the limited page) essentially determines

the locations having the same bit patterns between the

controller and the sensor. The excursion with q bits is

one special bit pattern. Moreover, there should exist some

ambiguity in the bit pattern. For example, in the above

approach, both all-zero excursions and all-one excursions

are considered as the same pattern. This ambiguity pre-

vents an eavesdropper from learning any information from

the information exchange. For example, if only the all-zero

excursion is considered in the bit pattern, the eavesdropper

knows that the common bit will be zero.

Based on the above observation, we propose a gener-

alized approach for extracting the common randomness.

Notice that the approach in [15] only utilized the patterns

of q-excursions, which is still far away from exploiting all

the common randomness. In our generalized approach, we

first define patterns as follows.

Definition 1: Each pattern is a pair of bit sequences

(s1, s2), which satisfies s1 = s̄2, where s̄2 is the bitwise

negative of s2.

Note that the negative requirement s1 = s̄2 aims at

confusing eavesdroppers since an eavesdropper cannot

determine the actual bit of the starting bit of the pattern

if only the pattern index and the starting location are

exchanged between the controller and the sensor.

Based on the definition of patterns, we establish a set

of patterns, which is denoted by Ω = (p1, ...,pr), where

r is the total number of patterns. Note that the number

of patterns in Ω and the lengths of the patterns are not

specified (at least the pattern cannot be a single bit). One

requirement for the patterns is that one pattern cannot be

the prefix of any other patterns; otherwise this pattern will

be useless in the message exchange. Obviously, the longer

a pattern is, the more possibly the two bit sequences at

the controller and the sensor corresponding to the pattern

are identical. On the other hand, the longer the pattern

is, the less possibly the two bit sequences contain the

corresponding pattern. It is quite challenging to design the

pattern set. We do not discuss it in this paper and only test

some arbitrary pattern sets in the numerical simulations.

Now, we assume that we have established a pattern set.

The controller checks the patterns in Ω one by one and then

sends out a series of messages, each using the following

format:

{pattern index, starting location of the pattern} . (16)

If a bit has been used for one pattern, the corresponding bit

sequence (including the bit and the subsequent bits within

the pattern) will not be used for other patterns. Note that,

in contrast to the message in [15], the pattern indices in

the proposed scheme also need to be transmitted since the

pattern is default in [15]. Then, the sensor checks all the

messages and sends back the pattern indices and starting

locations matching its own bit sequence, as well as a parity

check (unless there is only one common starting location).

The parity check is generated from the bits at these starting

locations. The purpose of the parity check is to verify

whether the controller and the sensor obtain the same bit

sequence for the secret key.

Below is an example to illustrate the procedure.

Example 1: Suppose that the controller and the sensor

obtained bit sequences ssi = 0010110101 and sci =
0010010101 for one dimension of Bu. We set the pattern

set as

Ω = {p1 = (00, 11),p2 = (101, 010)} . (17)

Then, the controller will send out the following mes-

sages: {1, 1}, {1, 5}, {2, 7}. Upon receiving the messages,

the sensor checks its own bit sequence and sends back

the following messages (suppose that the parity check

is a single bit equaling the XOR of all starting bits):

{1, 1}, {2, 7}, 1. Recall that the last quantity 1 is the parity

check. Then, both the controller and sensor agree that the

common bit sequence is 01.

3) Fusing Common Randomness: After the controller

and the sensor complete the message exchange, they first

discard the bit sequences with wrong parity checks. The

remaining bit sequences are assumed to be identical at the

controller and the sensor (although they could be different).

Then, they will merge these bit sequences into one bit

sequence, which will be used as the shared secret key.

For simplicity, we adopt the same approach as that in [15]

using the following steps:

1) The bit sequences are merged into the a long bit

sequence.

2) The long bit sequence is interleaved using a pseudo-

random order.

3) Some bits are XORed to remove possible correla-

tions.
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Fig. 2: An illustration of the remote controlled inverted

pendulum.

4) Algorithm Summary: The algorithm for generating

the secret keys is summarized in Procedure 1. This pro-

cedure is called periodically in order to update the secret

keys for higher security.

Procedure 1 Procedure of Generating Secret Keys

1: The controller takes an action u(t).
2: The sensor senses the observation and obtain y(t). It uses

Kalman filtering to estimate the system state x(t+ 1).
3: The sensor and the controller compute vectors sc and ss,

separately.
4: The sensor and the controller use B bits to quantize each

dimension of the vectors sc and ss, separately..
5: For each bit sequence obtained from the quantizations, the

controller checks the patterns in the predetermined pattern
set Ω and sends the pattern indices and starting locations to
the sensor.

6: The sensor sends back the pattern indices and the starting
locations matching its own bit sequence, as well as a parity
check.

7: Both the controller and sensor fuse the common bits and
then generate the shared secret key.

V. EXPERIMENT

In the experiment, we use a real inverted pendulum

to generate the key, which is illustrated in Fig. 2. The

system state is a four-dimensional vector, which includes

the location, the speed and accelerating speed. The control

is a scalar. The system parameters are given as follows:

A =









0 0 1.0000 0
0 0 0 1.0000
0 2.2643 −5.6718 −0.0073
0 27.8203 −13.0683 −0.0896









, (18)

and

B = (0, 0, 1.3190, 3.0391)
T
. (19)

The sensor can sense the system states directly, thus C =
I. The controller uses an LQR control, in which the control

action is given by u = kx̂, where x̂ is the estimated system

state and

k = (−14.1421, 63.7780,−14.3342, 8.7250) . (20)
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Fig. 3: The CDF of the number of common bits for pattern

scheme 1.

We have σ2
u = 0.61936. The covariance matrices of the

noise processes are

Σw =









0.005 0.001 0.026 0.0594
0.001 0.00086 0.002 0.0049
0.026 0.002 0.509 1.23
0.0594 0.0049 1.23 3.036









, (21)

and Σn = 0

We consider two schemes for the common bit pattern:

• scheme 1: Ω =
{(111, 000), (101, 010), (1100, 0011)}

• scheme 2: Ω =
{(110, 001), (101, 010), (1100, 0011)}

We take a sample every 0.1 second and generate one

key every 10 samples, i.e., 1 second. The algorithm in

Procedure 1 is applied to generate the common bits. We

tried different number of bits for quantizing each sample,

8, 16 and 32.

The cumulative distribution function (CDF) of the num-

ber of generated common bits per second is shown in Fig.

3. Note that all the generated common bits are correct. We

observe that, as the number of bits per sample is increased,

the number of common bits is also increased. Note that

increasing the number of bits per sample may increase the

final number of common bits while it may also incur some

redundancy in the final bit sequence, which may impair the

security. Moreover, finer quantization may introduce more

disparity between the two bit sequences since the same

noise can impact more bits due to the smaller quantization

step size. Even for the worst case (8 bits per sample),

the inverted pendulum can still generate averagely 10 bits

per second, which is much more efficient than the key

generation using the common wireless channel between

the transmitter and receiver [14] (around 1 bit per second

for a single antenna system).

The results generated from pattern scheme 2 are shown

in Fig. 4. We observe that the performance is similar

2238



0 10 20 30 40 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

number of common bits

C
D

F

8 bits
16 bits
32 bits

Fig. 4: The CDF of the number of common bits for pattern

scheme 2.
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Fig. 5: Theoretic bound (9).

although there is a slight performance degradation which

may be due to the randomness.

Figure 5 shows the theoretical bounds derived in (9)

using the same parameters as above for various value of

σ2
u. As shown using ‘+’ mark, the key rate is 23.6 bps

when σ2
u = 0.61936. This theoretic prediction is in agree

with our experiment results when the quantizer uses 8 or

16 bits, but is smaller than that of the key rate generated

using 32-bits quantizer. As discussed above, as the number

of bits in quantizer increases, there could be redundance in

the bit sequences, as the case in the 32-bits quantizer case.

In practice, one can use the theoretic value as a benchmark

to decide the number of bits used in quantizer.

VI. CONCLUSION

In this paper, we have discussed the key generation in

the networked control system, which utilizes the common

physical information between the sensor and the controller

and avoids the troublesome key distribution procedure. We

have obtained the theoretical bound for the rate of key

generation using the information theoretic argument. We

have also proposed a practical algorithm for generating

the common secret bit sequence in the key. Experimental

results using a real inverted pendulum have shown that the

proposed key generation scheme can effectively generate

common bit sequence, e.g., generating tens of bits per

second.
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