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Abstract— In virtue of the nonlinear pendulum-like system
theory, this study addresses the problem of anticipating syn-
chronization of two coupled chaotic RCL-shunted Josephson
junctions (RCLSJ) based on time-delayed feedback control.
Sufficient conditions are established, under which the existence
of anticipating synchronizing slave systems is guaranteed. The
design of a desired feedback controller can be achieved by
solving a group of linear matrix inequalities by utilizing an
available numerical software. In the presence of parameter
uncertainties, robust anticipating synchronization is further
explored. These results are demonstrated through numerical
simulations that under the derived conditions, the slave RCLSJ
model could respond in exactly the same way as the master
would do in the future, hence it allows us to anticipate the
nonlinear chaotic dynamics.

I. INTRODUCTION

Understanding chaos synchronization in coupled oscilla-

tors is currently a focus of research interest [1], [2]. In the

case of unidirectional coupling, the evolution of one of the

coupled chaotic systems is unaltered by the other system, and

accordingly, the two systems are respectively called master

and slave systems. Different types of schemes for master-

slave synchronization have been proposed and observed in

dynamical systems, such as complete synchronization, antic-

ipating synchronization, phase synchronization, generalized

synchronization, and intermittent synchronization (see [3],

[4] and the references therein). The focus here in this

study is the situation when the coupling involves a delay

in time, which may lead to anticipating synchronization.

Such synchronization regime describes the remarkable phe-

nomenon that it is possible that the slave dynamics act

as a predictor of the master dynamics in spite of the

inherent unpredictability of chaotic systems [5]. Recently,

the phenomenon of anticipating synchronization has been

theoretically demonstrated and experimentally vindicated in

disparate dynamical systems [6]-[9].

The Josephson effect is the phenomenon of electric current

across two weakly coupled superconductors, separated by a
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very thin insulating barrier. This arrangement, two supercon-

ductors linked by a non-conducting barrier, is known as a

Josephson junction. In recent years, we witness an increas-

ing interest during recent years in the study of Josephson

junctions, which are among important early example systems

that show chaotic behavior [10]-[12]. Different models have

been introduced to represent Josephson junctions, among

which, the interest in shunted nonlinear resistive-capacitive-

inductance junction (RCLSJ) models has been significantly

increased in the past decades [13]-[16]. Such models gener-

ate chaotic oscillations by a pure dc bias only, which are

found to be useful in, but not limited to, high-frequency

application [13]. More recently, interest on the complex

dynamics of Josephson junction has been extended to the

synchronization issue [17]. For instance, Dana et al. [17]

investigated the synchronization behavior of unidirectionally

coupled RCLSJ by means of a negative pulse forcing and

observed intermittent synchronization; while the condition

for phase synchronization has been examined in a system that

consists of two coupled Josephson junctions [18]. Inspired by

the close relationship between synchronization and the ob-

server problem in control theory [19], recent synchronization

techniques address the problem of chaotic synchronization

based on the view point of control theory. By setting up the

complete synchronization scheme for two-coupled RCLSJ

models, Uçar et al. [20] carried out the study of the dynamics

of coupled Josephson junction through suitably designed

active controls. In virtue of the backstepping design method,

the synchronization issue in parallel has been investigated by

Vincent et al. [21]. Robust synchronization has been reported

in a more recent study, aiming at the development of a

variable structure controller for synchronizing two coupled

RCLSJ models subject to uncertainties [22].

Although there is extensive work on synchronization of

coupled Josephson junctions, studies on chaotic anticipating

synchronization is much less. In this study, we shall focus

on the anticipating synchronization of RCLSJ models and

present a master-slave configuration for the anticipating syn-

chronization by utilizing the time-delayed feedback control

strategy. Illuminated by the fact that chaos in the dc current

driven Josephson junction can be studied by measurements

on a phase-locked loop [11], this method allows a direct dis-

play that we could examine the anticipating synchronization

by utilizing the basic knowledge of nonlinear pendulum-like

systems, since phase-locked loops are frequently adopted as

paradigms of nonlinear pendulum-like systems [23]. In the

coupling setups considered here, the feedback controllers are

acted upon the master system in order to synchronize the two
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systems. The determination of anticipating synchronization

is further converted into an equivalent stabilizing problem

for the error dynamics between master and slave systems,

which turns to be a standard form of pendulum-like system

with multiple-equilibria [24]. A criterion for anticipating

synchronization is presented, which shows that the design

of the time-delayed feedback controller can be realized by

solving a group of linear matrix inequalities (LMIs) [25],

which are readily solvable by available numerical softwares.

Moreover, due to the ubiquity of parameter uncertainties, the

robust anticipating synchronization between RCLSJ models

with parameter uncertainty is further explored.

II. ANALYSIS OF THE RCLSJ MODEL

Throughout this study, we deal with a standard form

of RCLSJ model that obeys the following dimensionless

dynamics [13]:






















ṗ = q

q̇ =
1

βC

[i−g(q)q− sin(p)− r]

ṙ =
1

βL

(q− r)

(1)

where p,q,r represents the phase difference, junction voltage

and current through shunted inductance of system, respec-

tively. βC is the capacitive constant, and βL denotes the

inductance constant. In this system, i is an external current

consisting of a dc component only. The nonlinear damping

term g(q) is approximated by a current-voltage relation

between the two junctions and is given by the following step

function:

g(q) =

{

0.366 if |q| > 2.9

0.061 if |q| ≤ 2.9.
(2)

Since we are tackling an inhomogeneous differential

equation with an explicit time dependence, the extended

phase space in which the dynamics is taking place is three-

dimensional. On the other hand, the nonlinear property of

equation (1) means that its solution allows the possibility

of periodic and chaotic orbits. It has been observed that

if the parameters are chosen as βC = 0.707, βL = 2.6, the

RCLSJ model (1) exhibits chaotic dynamics [13] for the dc

external current in the region i ∈ (1,1.3). For the purpose

of illustration, Fig. 1 shows that the system with initial

conditions (p(0),q(0),r(0)) = (0,0,0) behaves chaotically

for i = 1.17 as observed in the phase portrait of junction

voltage q and inductance current r as well as the time-domain

plot of p,q and r.

To facilitate the synchronization analysis, the RCLSJ

model given in (1) can be mathematically recast into
{

ẋ = Ax+Bϕ(y)

ẏ = Cx
(3)

where the matrix parameters are given as

A =







0 1 0

0 − 1
βC

g −1

0 1
βL

− 1
βL






, B =





0
1

βC

0



 , C = [0 1 0],
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Fig. 1. The phase portrait as well as time-domain plots of the RCLSJ
model (1).

with state variables x =
[

p q r
]T

, y = p, and nonlinearity

ϕ(y) = i−sin(y). Herein, the nonlinearity is 2π periodic with

respect to the variable y, which will play an important role

in the forth coming sections. The following sections will

explore the anticipating phenomenon of two RCLSJ models

coupled in a master-slave fashion in virtue of the feedback

control scheme.

III. ANTICIPATING SYNCHRONIZATION VIA FEEDBACK

CONTROL

The notion of anticipating synchronization have received

particular attention recently ever since the seminal work of

Voss [5]. Within the synchronization schemes considered

here, controllers are introduced to the master system in order

to synchronize the states of two identical RCLSJ models. In

this regard, the master and slave systems RCLSJ, both in

form of (3), can be mathematically recast into

(M)

{

ẋ1(t) = Ax1(t)+Bϕ(y1(t))+u1(t),
ẏ1(t) = Cx1(t)+u2(t),

(S)

{

ẋ2(t) = Ax2(t)+Bϕ(y2(t)),
ẏ2(t) = Cx2(t).

(4)

Here, the controllers u1(t),u2(t) in the following form which

are added to the master system:

u1(t) = K1(x1(t)− x2(t − τ)),

u2(t) = K2[ϕ(y1(t))−ϕ(y2(t − τ))].
(5)

where τ and ω are positive constants, and K1 ∈R
3×3,K2 ∈R

are the controller gain matrices. The objective of this section

is to develop an LMI based approach to the design of a

time-delayed controller such that the anticipating synchro-

nization is achieved. To this end, denote e(t) = x1(t)−x2(t−
τ),ε(t) = y1(t)− y2(t − τ), then we arrive at the following

error dynamics:

(E)

{

ė(t) = (A+K1)e(t)+Bφ(ε,y2),

ε̇(t) = Ce(t)+K2φ(ε,y2).
(6)

where φ(ε,y2) = ϕ(y1(t))−ϕ(y2(t − τ)) = ϕ(ε(t)+ y2(t −
τ))−ϕ(y2(t −τ)) is a periodic function about ε . According
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to the periodic property of the nonlinearity ϕ(·) mentioned

in the previous section, the period of φ(ε,y2) is T = 2π .

System (6) could be characterized by the transfer function

of the linear part from the input φ(ε,y2) to the output −ε̇ ,

namely, G(s) = C(sI − A−K1)
−1B + K2. Furthermore, the

following assumption is made on system (6) with periodic

variable ε .

Assumption 1: The transfer function matrix G(0) is sup-

posed to be nonsingular.

It is an immediate consequence that the matrix A +
K1 is Hurwizian under Assumption 1. Any equilibrium

(e0(t),ε0(t)) of the error dynamics (6) satisfies

(A+K1)e0(t)+Bφ(ε0,y2) = 0,

Ce0(t)+K2φ(ε0,y2) = 0.

which arrives at φ(ε0,y2) = 0 and e0 = 0. Since φ(ε0,y2)
is periodic about ε , the system has infinitely many isolated

equilibria. Under such circumstances, the error dynamics (6)

is similar to that of a pendulum-like system with multiple

equilibria [23]. In allusion to such kind of systems, the

following statements are borrowed from [24].

Definition 1: Nonlinear feedback system (6) is said to be

globally asymptotically stable if every solution (e(t),ξ (t))→
(e0(t),ξ0(t)) as as t → ∞.

Remark 1: It can be ensured by Definition 1 that if

solution (e(t),ε(t)) for the error dynamics (6) is globally

asymptotically stable, then the master and slave RCLSJ

models would achieve generalized synchronization.

Remark 2: Alternatively, one could consider a time-

delayed feedback controller u(t) = K(y(t − τ1)− x(t − τ2)),
with τ1 > 0 and τ2 > 0 in (5), similar to the techniques

adopted in [26]. Whenever x(t − τ2)− y(t − τ1) tends to 0

as t tends to ∞, different types of synchronization can be

achieved depending on the varying of τ1 and τ2. If τ1 = τ2,

the synchronization would be complete; the anticipating (lag)

synchronization would be achieved if τ1 − τ2 > 0 (< 0).
Before presenting the main criteria, first let us consider the

frequency-domain criterion of global asymptotical stability

of the error dynamics (6), which is derived based on the

results in [24].

Lemma 1: Suppose G(s) is stable and there exist scalars

κ, δ > 0 and η > 0 satisfying the following conditions:

1

2
HeκG( jω)−G∗( jω)δG( jω)−η ≥ 0 for all ω ∈ R,

(7)

4δη > (κν)2
, (8)

where

ν =

∣

∣

∣

∫ 2π
0

∫ 2π
0 [ϕ(ε(t)+ y2(t − τ))−ϕ(y2(t − τ))]dεdy2

∣

∣

∣

∫ 2π
0

∫ 2π
0 |ϕ(ε(t)+ y2(t − τ))−ϕ(y2(t − τ))|dεdy2

,

(9)

then the nonlinear system (6) is globally asymptotically

stable.

To derive our main results, we also need the following

lemma.

Lemma 2: (KYP Lemma [27]) Given A ∈ R
n×n,B ∈

R
n×m,M = MT ∈ R

(n+m)×(n+m), with det( jωI −A) 6= 0 for

ω ∈ R and (A,B) controllable, the following two statements

are equivalent:

1◦
[

( jωI −A)−1B

I

]∗

M

[

( jωI −A)−1B

I

]

≤ 0, ∀ω ∈ R;

2◦ there exists a matrix P = PT ∈ R
n×n such that

M +

[

AT P+PA PB

BT P 0

]

≤ 0

The corresponding equivalence for strict inequalities holds

even if (A,B) is not controllable.

In the rest of this section, a time-domain equivalent

condition of Lemma 1 is proposed in form of linear matrix

inequality (LMI) [25].

Theorem 1: Suppose A+K1 is Hurwitzian. Given a con-

stant scalar ρ , if there exist a positive definite matrix P > 0,

any matrix W,V , as well as diagonal matrices η > 0,δ > 0

such that the following LMIs hold:




He(PA+W ) 1
2
ρCT δ +PB CT δ

∗ η +ρV V T

∗ ∗ −δ



 < 0, (10)

[

2η ρδν
∗ 2δ

]

> 0, (11)

where ν is defined as in (9), then for all t ≥ 0, the error

dynamics (6) is globally asymptotically stable, and the

master system (M) and the slave (S) achieve generalized

synchronization, with the controller parameters given as K1 =
P−1W and K2 = δ−1V .

Proof. The frequency inequality (7) in Lemma 1 can be

written into the following condition
[

[ jω − (A+K1)]
−1B

1

]∗

Λ

[

[ jω − (A+K1)]
−1B

1

]

< 0, (12)

with

Λ =

[

CT δC 1
2
CT κ +CT δK2

∗ η +KT
2 δK2 +κK2

]

.

By applying Lemma 2, the frequency expression (12) is

equivalent to the following matrix inequality
[

He(P(A+K1))+CT δC PB+ 1
2
CT κ +CT δK2

∗ η +KT
2 δK2 +κK2

]

< 0.

(13)

On the other hand, the condition (11) could be directly

derived from inequality (8) in virtue of the Schur’s Lemma.

Accordingly, matrix inequalities (11) along with (13) could

guarantee the global asymptotical stability of (6).

However, since the controller parameter to be solved

K1,K2 existing in the derived condition (13) are coupled with

other matrix variables, matrix inequality (13) is nonlinear and

hard to solve. To this end, in what follows, the nonlinear

matrix inequality is to be converted to a group of conditions

that are easier to be dealt with. Based on the Schur’s Lemma,

matrix inequality (13) can be reformulated as




He(PA+PK1)
1
2
CT κ +PB CT δ

∗ η +κK2 K2δ
∗ ∗ −δ



 < 0. (14)
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In order to make (14) linear with respect to variables K1, K2,

let κ = ρδ with ρ being a prescribed constant. By defining

W = PK1, V = δK2,

condition (14) is equivalent to an LMI expression as given

in (10), thus could be solved efficiently by some available

numerical packages. Consequently, if the LMIs (10)-(11)

hold, then anticipating synchronization the master and slave

systems will be realized, thus the proof is completed. ¤

IV. EXTENSION TO THE ROBUST ANTICIPATING

SYNCHRONIZATION

It has been shown that parameter uncertainty may lead

to a serious degradation of the system performance if the

controller is not well designed. Although there are exten-

sive results on synchronization of two identical RCLSJ, a

review of the published literature reveals that the problem

of synchronization between RCLSJ models subject to pa-

rameter uncertainties has not received sufficient attention

yet. In consequence, we shall extend the results derived in

the previous section to the master and slave RCLSJ with

parameter uncertainties, whose models are given as below:

(Mu)

{

ẋ1(t) = (A+∆A)x1(t)+(B+∆B)ϕ(y1(t))+u1(t)
ẏ1(t) = Cx1(t)+u2(t)

(Su)

{

ẋ2(t) = (A+∆A)x2(t)+(B+∆B)ϕ(y2(t))
ẏ2(t) = Cx2(t)

(15)

where the controllers u1(t),u2(t) in form of (5) are added

to the master system. Parameter matrices ∆A and ∆B are

unknown real matrices representing norm-bounded parameter

uncertainty, partly due to the changing of environment. The

admissible uncertainties are assumed to be of the following

form:

[∆A ∆B] = DF [Ea Eb] (16)

Similarly, the error dynamics can be derived as

(Eu)

{

ė(t) = (A+K1 +∆A)e(t)+(B+∆B)φ(ε,y2),

ε̇(t) = Ce(t)+K2φ(ε,y2).
(17)

where e(t) = x1(t)− x2(t − τ),ε(t) = y1(t)− y2(t − τ), and

φ(ε,y2) = ϕ(ε(t)+y2(t−τ))−ϕ(y2(t−τ)) is periodic with

respect to ε . If the error dynamics is globally asymptotically

stable with respect to any parametric variations ∆A, ∆B

satisfying (16), then the master and slave systems are said to

achieve robust anticipating synchronization. In the rest part

of this section, we shall design appropriate controllers such

that the slave system robustly anticipates the master. The

following lemma will be of significance in the derivation of

the main results.

Lemma 3: Let S1 = ST
1 , S2, S3 be real matrices with ap-

propriate size, then the following statements are equivalent:

1◦ S1 +He(S2∆S3) < 0 ∀∆: ∆T ∆ ≤ λ 2I;

2◦ There exists a positive number ξ > 0 such that S1 +
ξ λ 2S2ST

2 +ξ−1ST
3 S3 < 0;

3◦ There exists a positive number ξ > 0 such that
[

T1 +ξ λ 2T T
3 T3 T2

T T
2 −ξ I

]

< 0. (18)

Remark 3: The advantage of the representation given in

Lemma 3 is that when there is an LMI variable S2 which can

result in a product term with ξ , we can resort to using (18)

for convex optimization and vice versa. In fact, the above

result is not new and is well known in the robustness analysis

literatures. Here, for the sake of calculation, we give it in an

alternative form of LMI.

According to the results derived in the previous section, we

have the following corollary as an immediate consequence.

Corollary 1: Suppose A+K1 +∆A is Hurwitzian. If there

exist a positive definite matrix P > 0, any matrix W,V , as

well as diagonal matrices η > 0,δ > 0 such that the following

LMIs hold:




Π 1
2
ρCT δ +P(B+DFEb) CT δ

∗ η +ρV V T

∗ ∗ −δ



 < 0, (19)

[

2η ρδν
∗ 2δ

]

> 0, (20)

where Π = He(PA+PDFEa +W ); ν is defined as in (9) and

ρ is a prescribed constant, then the master system (Mu) and

the slave (Su) achieve robust anticipating synchronization.

In order to facilitate the design of controllers, matrix

inequalities (19)-(20) in Corollary 1 can be further con-

verted into the following theorem, which determines whether

the master and slave systems with parameter uncertainties

achieve robust anticipating synchronization.

Theorem 2: Given a constant scalar ξ > 0. The master

system (Mu) and the slave (Su) with parameter uncertainties

are said to achieve robust anticipating synchronization, if

for a prescribed constant scalar ρ , the matrix A + K1 is

Hurwitzian, and there exist a positive definite matrix P > 0,

matrix W,V , as well as diagonal matrices η > 0,δ > 0 such

that












He(PA+W ) 1
2
ρCT δ +PB CT δ PD ET

a

∗ η +ρV V T 0 ET
b

∗ ∗ −δ 0 0

∗ ∗ ∗ −ξ−1 0

∗ ∗ ∗ ∗ −ξ













< 0,

(21)

as well as (20) hold. Moreover, the controller parameter can

be derived by K1 = P−1W and K2 = δ−1V .

Proof. Note that the LMI (19) could be rewritten into the

expression as follows:

Ξ+





PD

0

0



F
[

Ea Eb 0
]

+





ET
a

ET
b

0



FT
[

DT P 0 0
]

< 0,

(22)

where

Ξ =





He(PA+W ) 1
2
ρCT δ +PB CT δ

∗ η +ρV V T

∗ ∗ −δ



 .
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Based on Lemma 3, condition (22) is equivalent to

Ξ+ξ





PD

0

0





[

DT P 0 0
]

+ξ−1





ET
a

ET
b

0





[

Ea Eb 0
]

< 0,

and accordingly




Θ 1
2
ρCT δ +PB+ξ−1ET

a Eb CT δ
∗ η +ρV +ξ−1ET

b Eb V T

∗ ∗ −δ



 < 0 (23)

with Θ = He(PA+W )+ξ PDDT P+ξ−1ET
a Ea. Furthermore,

applying Lemma 3 to (23) leads to the LMI (21) directly,

which completes the proof. ¤

V. NUMERICAL SIMULATIONS

In this part, the effectiveness of the proposed methods in

the previous sections will be demonstrated. Throughout the

next two numerical examples, the parameters are employed

as βC = 0.707, βL = 2.6, i = 1.17, and g is described as in

(2). In this manner, the RCLSJ model behaves chaotically as

illustrated in Fig. 1.

Example 1 In this example, the anticipating synchronization

between the master and slave RCLSJ models in the form

of (M) and (S) as described in (4) will be examined, with

feedback controllers added to the master system. By solving

the LMIs in (10)-(11), we arrive at

K1 =





−0.5234 −0.4988 −0.0008

−1.3507 −1.1560 0.1764

−0.0014 0.0633 −0.1297



 , K2 = 2.5031.

It is thus guaranteed by Theorem 1 that, with the derived

controller parameters, the master and slave RCLSJ models

could achieve anticipating synchronization.

For the purpose of illustration, we shall numerically sim-

ulate the coupled RCLSJ systems (4) for 0s ≤ t ≤ 400s

with the control signals (5) activated for t ≥ 150s. Herein,

the initial conditions for the master system are picked as

x1(0) = [x11(0) x12(0) x13(0)]T = [000]T , and those of the

slave system are x2(0) = [x21(0) x22(0) x23(0)]T = [111]T ,

with constant time delay τ = 1.5. Simulation results of the

dynamic behaviors shown in Fig. 2(a)-(c) are depicted under

the circumstance that the control is switched on for t ≥ 150s

(marked as CA in the figures). Within these figures, the solid

and dashed lines represent the dynamic trajectories of the

master and slave RCLSJ systems, respectively. The top-left

inset in Fig. 2(a) shows that if no controller is employed,

the trajectories of the master and slave RCLSJ models

become irrelevant to each other; the bottom-right inset is

the zoom illustrating the anticipating behavior after adding

the feedback controller. In a similar pattern, the magnified

parts of the trajectory in Fig. 2(b) and Fig. 2(c) are depicted

in the corresponding zooms, which reveals the anticipating

effect between the master and slave RCLSJ models. To make

the demonstration even more clear, we plot the waveforms of

the corresponding error dynamics ei(t) (i = 1,2,3) in Fig. 3,

which shows that the error states converge to zero soon after

the feedback controller is switched on at t = 150s (marked
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Fig. 2. The state dynamic behaviors of anticipating synchronization
between the master and slave RCLSC models.

as CA within these figures).

Example 2 This example focuses on the robust antici-

pating synchronization of RCLSJ models with parameter

uncertainties, as expressed in (15). Here, the uncertainty

parameters are adopted as ∆A = DFEa,∆B = DFEb, where

D = [0.4 0.5 0.1]T , Ea = [0.8 0.6 0], Eb = 0.5, and F is

a random scalar that varies from 0 to 1. The controller

parameter matrices are obtained through solving the LMIs

(20) and (21):

K1 =





−0.7775 −0.5390 −0.0545

−0.7649 −0.9642 0.3836

−0.0932 0.1839 −0.1599



 , K2 = 2.0175,
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Fig. 3. The error dynamics ei(t) (i = 1,2,3).

which in turn guarantees by Theorem 2 the realization of

robust anticipating synchronization. To further demonstrate

the effectiveness of the proposed method, norms of the error

dynamics ‖ei(t)‖ for i = 1,2,3 are plotted in Fig. 4 (a)-

(c), respectively, which can be observed to coincide with

the theoretical results.
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Fig. 4. Robust anticipating synchronization with parameter uncertainties.

VI. CONCLUSION

In summary, we have carried out analysis of the antic-

ipating synchronization between two master-slave coupled

RCLSJ models. Through examining the derived error dynam-

ics, which turns to be of the pendulum-like type, criteria have

been established in terms of LMIs which are applicable to

guarantee the anticipating synchronization of such systems.

Under the circumstance of parameter uncertainties, we fur-

ther explored the robust anticipation scenario. These results

allow one to predict the nonlinear chaotic behaviors by using

a copy of the same system that performs as a slave. As

for the future work, synchronization of RCLSJ models with

more generalized type of uncertainties, such as the polytopic

uncertainties, could be taken into account, which would be

a natural extension of this study.
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