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Abstract— In this paper we consider discrete-time positive
switched systems, switching among autonomous subsystems,
characterized either by cyclic monomial matrices or by circu-
lant matrices. For these two classes of systems, some interesting
necessary and sufficient conditions for stability and stabilizabil-
ity are provided. Such conditions lead to simple algorithms that
allow to easily detect whether a given positive switched system
is not stabilizable.

I. INTRODUCTION

A discrete-time positive switched system (DPSS) consists
of a family of positive state-space models and a switching
law, specifying when and how the switching among the
various subsystems takes place. This class of systems has
interesting practical applications. They have been adopted
for describing networks employing TCP and other conges-
tion control applications [15], for modeling consensus and
synchronization problems [8], and, quite recently, to describe
the viral mutation dynamics under drug treatment [7].

Despite stability and stabilizability of positive switched
systems have been investigated in depth for the continuous-
time case by resorting to linear copositive and to quadratic
Lyapunov functions [6], [9], [11], [12], [16], no compu-
tationally effective necessary and sufficient condition is
presently available. For discrete-time systems the situation
is even more unsatisfactory, as the results based on linear
copositive functions find a straightforward extension from the
continuous-time case (for instance, most the characterizations
obtained in [3] and [9] have a discrete-time equivalent, and
we will make us of this fact within the paper), but this is not
true when dealing with quadratic stability and stabilizability.
In any case, the existence of special classes of Lyapunov
functions [5], [10] for checking stability and stabilizability
of DPSS, at the present status, provides only sufficient
conditions, and no criterion is available which allows to
decide about these properties by simply inspecting the state
transition matrices of the various subsystems.

Interestingly enough, this is the case for DPSS whose
state transition matrices are either cyclic monomial (namely
they correspond to a graph that consists of a single cycle,
passing through all vertices) or (left/right) positive circulant.
Stability and stabilizability characterizations obtained for
these classes of DPSS are quite neat and they represent
a first step toward the most ambitious goal of providing
computationally tractable criteria that exploit the positivity
and the structure of the system matrices. In addition, the
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results obtained for these classes provide, as a byproduct,
some interesting conditions, that allow to easily detect when
a generic DPSS is not stabilizable.

Before proceeding, we introduce some notation. R+ is the
semiring of nonnegative real numbers. A matrix (in particu-
lar, a vector) A with entries in R+ is called nonnegative, and
if so we adopt the notation A ≥ 0. If, in addition, A has at
least one positive entry, the matrix is positive (A > 0), while
if all its entries are positive, it is strictly positive (A � 0).
In the sequel, the (`, j)th entry of a matrix A is denoted by
[A]`j , while the `th entry of a vector v is [v]`. A square
symmetric matrix P is positive definite (� 0) if for every
nonzero vector x, of compatible dimension, x>Px > 0, and
negative definite (≺ 0) if −P is positive definite.

A square positive matrix endowed with the following
structure

A =


0 a12 0 . . . 0

0 0 a23
. . . 0

...
...

...
. . .

...
0 0 0 . . . an−1,n

an1 0 0 . . . 0


is an n× n cyclic monomial matrix.

A real square matrix A is Metzler if its off-diagonal entries
are nonnegative, Schur if all its eigenvalues lie within the unit
circle (equivalently, its spectral radius, ρ(A) := max{|λ| :
λ ∈ σ(A)}, is smaller than one), and Hurwitz if they all lie
in the open left halfplane.

Given a matrix A ∈ Rn×n+ , we associate with it [1] a
digraph D(A), with vertices 1, . . . , n. There is an arc (j, `)
from j to ` if and only if [A]`j > 0. If so, [A]`j represents
the weight of the arc. A sequence j1 → j2 → . . . → jk →
jk+1 is a path of length k from j1 to jk+1 provided that
(j1, j2), . . . , (jk, jk+1) are arcs of D(A). A closed path is
called a cycle. In particular, a cycle with no repeated vertices
is called elementary, and its length coincides with the number
of (distinct) vertices appearing in it.

Finally, we need some definitions borrowed from the
algebra of non-commutative polynomials [14]. Given the
alphabet Ξ = {ξ1, ξ2, . . . , ξp}, the free monoid Ξ∗ with base
Ξ is the set of all words w = ξi1ξi2 · · · ξik , k ∈ N, ξih ∈ Ξ.
The integer k is called the length of w and is denoted by |w|,
while |w|i represents the number of occurencies of ξi in w.
If w̃ = ξj1ξj2 · · · ξjp is another element of Ξ∗, the product is
defined by concatenation ww̃ = ξi1ξi2 · · · ξimξj1ξj2 · · · ξjp .
This produces a monoid with ε = ∅, the empty word, as unit
element. Clearly, |ww̃| = |w|+ |w̃| and |ε| = 0.
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R〈ξ1, ξ2, . . . , ξp〉 is the algebra of polynomials in the non-
commuting indeterminates ξ1, ξ2, . . . , ξp. For every family
of p matrices in Rn×n, A := {A1, A2, . . . , Ap}, the map ψ
defined on {ε, ξ1, ξ2, . . . , ξp} by the assignments ψ(ε) = In
and ψ(ξi) = Ai, i = 1, 2, . . . , p, uniquely extends to an
algebra morphism of R〈ξ1, ξ2, . . . , ξp〉 into Rn×n (as an
example, ψ(ξ1ξ2) = A1A2 ∈ Rn×n). If w is a word in Ξ∗

(i.e. a monic monomial in R〈ξ1, ξ2, . . . , ξp〉), the ψ-image of
w is denoted by w(A1, A2, . . . , Ap).

II. STABILITY OF SYSTEMS WITH CYCLIC MATRICES

A discrete-time positive switched system is described by
the following equation

x(t+ 1) = Aσ(t)x(t), t ∈ Z+, (1)

where x(t) denotes the value of the n-dimensional state
variable at time t, σ is an arbitrary switching sequence,
taking values in the set [1, p] := {1, 2, . . . , p}, and for each
i ∈ [1, p] the matrix Ai is the system matrix of a discrete-time
positive system, which means that Ai is an n × n positive
matrix. For this class of systems we introduce the concept of
asymptotic stability, later on referred to simply as stability.

Definition 1: The discrete-time positive switched system
(1) is (asymptotically) stable if, for every positive initial state
x(0) and every switching sequence σ : Z+ → [1, p], the state
trajectory x(t), t ∈ Z+, asymptotically converges to zero.

In this section we focus on the class of discrete-time
positive switched systems whose matrices Ai, i ∈ [1, p], are
cyclic monomial matrices:

Ai =


0 a

(i)
12 0 . . . 0

0 0 a
(i)
23

. . . 0
...

...
...

. . .
...

0 0 0 . . . a
(i)
n−1,n

a
(i)
n1 0 0 . . . 0

 ,

a
(i)
n1 > 0, a

(i)
j,j+1 > 0,∀ j ∈ [1, n− 1].

(2)

It is easily seen that

∆Ai(z) = zn − a(i)
12 a

(i)
23 · · · a

(i)
n−1,na

(i)
n1,

and hence Ai is a Schur matrix if and only if

|a(i)
12 a

(i)
23 · · · a

(i)
n−1,na

(i)
n1| < 1. (3)

We have the following complete characterization of the
stability of system (1), under the assumption that all matrices
Ai, i ∈ [1, p], are cyclic monomial.

Proposition 1: Given a discrete-time positive switched
system (1), with cyclic monomial matrices Ai ∈ Rn×n+ , i ∈
[1, p], the following facts are equivalent ones:

i) the system is stable;
ii) for every w ∈ Ξ∗, the matrix product

w(A1, A2, . . . , Ap) is a positive Schur matrix;
iii) for every w ∈ Ξ∗, with |w| = n, the matrix product

w(A1, A2, . . . , Ap) is a positive Schur matrix;

iv) for every choice of the indices i1, i2, . . . , in ∈ [1, p]

|a(i1)
12 a

(i2)
23 · · · a

(in−1)
n−1,na

(in)
n1 | < 1; (4)

v) the matrices Ai’s admit a common linear copositive
function, namely there exists v� 0 such that v>Ai �
v>, for every i ∈ [1, p];

vi) the matrices Ai’s admit a common diagonal
Lyapunov function, namely there exists D =
diag{d1, d2, . . . , dn}, dj > 0,∀ j ∈ [1, n], such
that A>i DAi −D ≺ 0, for every i ∈ [1, p];

vii) the matrices Ai’s admit a common quadratic copositive
function of rank 1, namely there exists P = P> of rank
1 such that for every x > 0 one finds xTPx > 0 and
xT [A>i PAi − P ]x < 0, for every i ∈ [1, p];

viii) the matrix A∗, whose (`, j)th entry is

[A∗]`,j := max
i∈[1,p]

[Ai]`,j ,

is Schur;
ix) for every S ⊂ Ξ∗, with |S| < +∞, and every choice

of the coefficients αw > 0, with
∑
w∈S αw = 1, the

matrix
∑
w∈S αww(A1, A2, . . . , Ap) is Schur.

Proof: i) ⇒ ii) If the system is stable, then all
periodic switching sequences must ensure convergence. This
amounts to saying that for every x(0) > 0 and every
w ∈ Ξ∗, with m := |w|, the state vector x(km) =
w(A1, A2, . . . , Ap)kx(0) converges to zero as k goes to +∞.
But this implies that w(A1, A2, . . . , Ap) is Schur.
ii) ⇒ iii) Obvious.
iii) ⇒ iv) For every w ∈ Ξ∗, with |w| = n, the ma-
trix product w(A1, A2, . . . , Ap) is a diagonal matrix whose
diagonal elements take the form a

(i1)
12 a

(i2)
23 · · · a

(in−1)
n−1,na

(in)
n1

for suitable indices i1, i2, . . . , in ∈ [1, p], (which appear
in permuted form when moving along the diagonal). So,
the Schur property of every such diagonal matrix requires
that all diagonal entries have moduli smaller than 1. As
w freely varies within the words in Ξ∗ of length n, the
indices i1, i2, . . . , in freely vary within [1, p], thus implying
condition iv).
iv) ⇔ v) Notice, first, that A is a positive Schur matrix if
and only if A−In is a Metzler Hurwitz matrix. So, condition
v) can be restated by saying that there exists v � 0 such
that v>(Ai− In)� 0,∀ i ∈ [1, p]., i.e. Ai− In are Metzler
Hurwitz having a common linear copositive function. This
condition, in turn, is equivalent (see [3], [4], [9]) to the fact
that for every map π : [1, n]→ [1, p], the square matrix

Aπ−In := [ col1(Aπ(1)) col2(Aπ(2)) . . . coln(Aπ(n)) ]−In
is a (Metzler) Hurwitz matrix or, equivalently, every Aπ is
a positive Schur matrix. Since any such matrix Aπ takes the
following form:

Aπ =


0 a

(π(2))
12 0 . . . 0

0 0 a
(π(3))
23

. . . 0
...

...
...

. . .
...

0 0 0 . . . a
(π(n))
n−1,n

a
(π(1))
n1 0 0 . . . 0

 , (5)
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Aπ is Schur for every map π if and only if (4) holds true.
iv) ⇒ vi) Corresponding to the positive diagonal matrix
D = diag{d1, d2, . . . , dn}, dj > 0, j ∈ [1, n], we get

A>i DAi −D =26666664

“
a
(i)
n1

”2

dn − d1 “
a
(i)
12

”2

d1 − d2

. . . “
a
(i)
n−1,n

”2

dn−1 − dn

37777775,

∀ i ∈ [1, p]. We want to show that if (4) holds true for every
choice of i1, i2, . . . , in ∈ [1, p], then there exist positive
numbers dj , j ∈ [1, n], such that for every i ∈ [1, p](

a
(i)
jj+1

)2

dj − dj+1 < 0, j ∈ [1, n− 1],(
a
(i)
n1

)2

dn − d1 < 0.
(6)

Set

a2
j := maxi∈[1,p]

(
a
(i)
jj+1

)2

, j ∈ [1, n− 1],

a2
n := maxi∈[1,p]

(
a
(i)
n1

)2

.

It is clear that for every choice of ε > 0, by setting dj+1
dj

=
a2
j + ε, j ∈ [1, n− 1], we satisfy the first n− 1 inequalities

in (6). To conclude, it is enough to prove that there exists
a choice of ε > 0 for which also the last inequality in (6)
holds. We notice that d1

dn
is uniquely determined by the other

ratios as

d1

dn
=
d1

d2
· d2

d3
· · · dn−1

dn
=
n−1∏
j=1

1
a2
j + ε

.

If for every choice of ε > 0 it would be

a2
n ≥

n−1∏
j=1

1
a2
j + ε

,

then it should be

a2
n ≥

n−1∏
j=1

1
a2
j ,

and hence
n∏
j=1

1
a2
j

=

 n∏
j=1

1
aj

2

≥ 1,

thus contradicting iv).
vi) ⇒ i) If the matrices Ai have a common Lyapunov
function, then the switched system (1) is obviously stable.
v) ⇔ vii) The proof follows the same lines of the proof of
b3) ⇔ b4) of Proposition 2 in [5].
iv) ⇒ viii) Condition iv) implies

| max
i∈[1,p]

a
(i)
12 · max

i∈[1,p]
a
(i)
23 · · · max

i∈[1,p]
a
(i)
n−1,n · max

i∈[1,p]
a
(i)
n1| < 1.

On the other hand,

A∗=



0 max
i∈[1,p]

a
(i)
12 0 . . . 0

0 0 max
i∈[1,p]

a
(i)
23

. . . 0

...
...

...
. . .

...
0 0 0 . . . max

i∈[1,p]
a
(i)
n−1,n

max
i∈[1,p]

a
(i)
n1 0 0 . . . 0


so the result immediately follows.
viii) ⇒ ix) For every S ⊂ Ξ∗, with |S| < +∞, and every
choice of the coefficients αw > 0, with

∑
w∈S αw = 1, one

finds

0 ≤
∑
w∈S

αww(A1, A2, . . . , Ap) ≤
∑
w∈S

αw(A∗)|w|.

Since A∗ is Schur, it is easily seen that the matrix on the
right-hand side is Schur, too. So,

ρ(
∑
w∈S

αww(A1, A2, . . . , Ap)) ≤ ρ(
∑
w∈S

αw(A∗)|w|) < 1,

which proves that the convex combination is Schur, too.
ix) ⇒ ii) Obvious.

Remark 1: The results of Proposition 1 have been stated
under the assumption that all entries a(i)

j,j+1, j ∈ [1, n − 1],
and a

(i)
n1, are positive for every i ∈ [1, p], but it is easily

seen that they immediately extend to the nonnegative case,
namely when some of these entries are zero. Also, from a
computational viewpoint, condition viii) is undoubtedly the
easiest condition to check to ascertain the stability of the
switched system (1), with cyclic monomial matrices.

III. STABILIZABILITY OF SYSTEMS WITH CYCLIC
MATRICES

Definition 2: The discrete-time positive switched system
(1) is said to be stabilizable if for every positive initial state
x(0) there exists a switching sequence (possibly depending
on x(0)), σ : Z+ → [1, p], such that the state trajectory
x(t), t ∈ Z+, converges to zero.

As it has been shown in [5], if a discrete-time positive
switched system (1) is stabilizable, then it can be stabilized
by means of a periodic switching sequence, which amounts
to saying that some word w ∈ Ξ∗ can be found, such that
w(A1, A2, . . . , Ap) is a Schur matrix. So, to characterize
stability we will resort to this result. In addition, it is easily
seen that if at least one of the matrices, say A`, is Schur, then
the system is stabilizable by means of the constant switching
sequence σ(t) = `. We will show that for the DPSS (1),
which switch among cyclic monomial matrices, this is the
only case when stabilizability is possible.

Proposition 2: Given a discrete-time positive switched
system (1), with cyclic monomial matrices Ai ∈ Rn×n+ , i ∈
[1, p], the following facts are equivalent:

i) the system is stabilizable;
ii) one of the matrices Ai, i ∈ [1, p], is Schur.
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Proof: i) ⇒ ii) According to the previous comments,
assume that there exists w ∈ Ξ∗ such that w(A1, A2, . . . , Ap)
is a Schur matrix. If this is the case, w(A1, A2, . . . , Ap)n is
is a Schur diagonal matrix, and consequently its diagonal
entries are smaller than 1. But then, also the product of the
diagonal entries is smaller than one, and this product is easily
seen to coincide with

detw(A1, A2, . . . , Ap)n =
p∏
i=1

(a(i)
12 a

(i)
23 . . . a

(i)
n1)n·|w|i ,

which implies |a(i)
12 a

(i)
23 . . . a

(i)
n1| < 1 for at least one index

i ∈ [1, p]. So one of the Ai’s is Schur.
ii) ⇒ i) Obvious.

Remark 2: Also in this case, the stabilizability charac-
terization obtained under the assumption that all entries
a
(i)
j,j+1, j ∈ [1, n − 1], and a

(i)
n1, are positive for every

i ∈ [1, p], immediately extends to the nonnegative case,
namely when some of these entries are zero. It must be
remarked, however, that this becomes a trivial case, since
a cyclic monomial matrix A for which a12a23 . . . an1 = 0 is
nilpotent, and hence stable.

Clearly, since stabilizability can be achieved only when
one of the matrices Ai’s is Schur, the most natural way
to ensure the asymptotic convergence of a state trajectory
is simply by steadily remaining set on the asymptotically
stable subsystem, without switching at all. It may be of
interest, however, to know what happens when switching
takes place, namely under what conditions stabilizability can
still be ensured.

Proposition 3: Consider a discrete-time positive switched
system (1), with cyclic monomial matrices Ai ∈
Rn×n+ , i ∈ [1, p], and suppose that it is stabilizable. If
w(A1, A2, . . . , Ap) is a Schur matrix, w ∈ Ξ∗, then the
following condition holds:

[ |w|1 |w|2 . . . |w|n ]


log ρ(A1)
log ρ(A2)

...
log ρ(Ap)

 < 0. (7)

Proof: Notice, first, that a(i)
12 a

(i)
23 . . . a

(i)
n1 ≡ ρ(Ai)n,

for every index i ∈ [1, p]. As in the previous proof, if
w(A1, A2, . . . , Ap) is Schur, then also w(A1, A2, . . . , Ap)n

is Schur, thus implying that
p∏
i=1

(a(i)
12 a

(i)
23 . . . a

(i)
n1)n·|w|i =

p∏
i=1

ρ(Ai)n
2·|w|i < 1.

By applying the logarithm, we get

n2 ·
p∑
i=1

|w|i · log ρ(Ai) < 0,

which immediately proves the result.
Remark 3: It is clear that since all the occurrences |w|i

are nonnegative integers, condition (7) requires log ρ(Ai) <
0 for at least one index i ∈ [1, p], which shows again the
necessity that one of the matrices Ai’s is Schur.

IV. STABILITY AND STABILIZABILITY: THE CASE OF
POSITIVE CIRCULANT MATRICES

In this section we focus on the class of discrete-time
positive switched systems (1), described by either left or right
positive circulant matrices. Right circulant matrices, simply
known as circulant matrices, are described as follows:

Ci =



a
(i)
0 a

(i)
1 a

(i)
2 . . . a

(i)
n−1

a
(i)
n−1 a

(i)
0 a

(i)
1

. . . a
(i)
n−2

...
...

. . . . . .
...

a
(i)
2 a

(i)
3 a

(i)
4

. . . a
(i)
1

a
(i)
1 a

(i)
2 a

(i)
3 . . . a

(i)
0

 . (8)

Once we set

p(i)(s) := a
(i)
0 + a

(i)
1 s+ a

(i)
2 s2 + . . .+ a

(i)
n−1s

n−1,

it is well-known [2] that the eigenvalues of Ci are

p(i)(1), p(i)(εn), p(i)(ε2n), . . . , p(i)(εn−1
n ),

where εn = ej
2π
n is a primitive nth root of 1. If the circulant

matrices are positive, i.e. a(i)
` ≥ 0,∀ ` ∈ [0, n−1], it is easily

seen that the eigenvalue of maximal modulus among them
is the first one, and hence

ρ(Ci) = p(i)(1) = a
(i)
0 + a

(i)
1 + a

(i)
2 + . . .+ a

(i)
n−1.

This implies that Ci is Schur if and only if

1>nCi = 1>n ρ(Ci)� 1>n , (9)

where 1>n is the n-dimensional vector with all entries equal
to 1, and hence the circulant matrix is strictly (column) sub-
stochastic.

As the product of two circulant matrices, Ci and Cj , is in
turn a circulant matrix, when they are both positive we get

ρ(CiCj) =
∑n
k=1[CiCj ]k1

= 1>nCi


[Cj ]11
[Cj ]21

...
[Cj ]n1

 = 1>n ρ(Ci)


[Cj ]11
[Cj ]21

...
[Cj ]n1

 = ρ(Ci) · ρ(Cj).

Once we have realized these facts, the characterization of
stability and stabilizability of positive switched systems
whose matrices Ai are circulant becomes rather easy.

Proposition 4: Given a discrete-time positive switched
system (1), with positive circulant matrices Ai = Ci ∈
Rn×n+ , i ∈ [1, p], the following facts are equivalent ones:

i) the system is stable;
ii) for every w ∈ Ξ∗, the matrix product

w(C1, C2, . . . , Cp) is a positive Schur matrix;
iii) all matrices C1, C2, . . . , Cp are Schur;
iv) the matrices Ci’s admit a common linear copositive

function, namely there exists v� 0 such that v>Ci �
v>, for every i ∈ [1, p];

v) for every choice of αi ≥ 0, with
∑p
i=1 αi = 1,∑p

i=1 αiCi is a positive (circulant) Schur matrix.
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Proof: i) ⇒ ii) ⇒ iii), iv) ⇒ i) and v) ⇒ iii) are
obvious. iii) ⇒ iv) follows from the fact that if all the Ci’s
are asymptotically stable, then they all satisfy (9). This also
proves that iii) ⇒ v) since

1>n

(
p∑
i=1

αiCi

)
� 1>n

p∑
i=1

αi = 1>n .

As far as stabilizability is concerned, also for this class of
systems, like for DPSS with cyclic monomial matrices, this
property imposes the stability of at least one subsystem.

Proposition 5: Given a discrete-time positive switched
system (1), with positive circulant matrices Ai = Ci ∈
Rn×n+ , i ∈ [1, p], the following facts are equivalent ones:

i) the system is stabilizable;
ii) one of the matrices C1, C2, . . . , Cp is Schur.

Proof: ii) ⇒ i) is obvious. i) ⇒ ii) follows from the
fact that if the system is stabilizable then there exists w ∈ Ξ∗

such that w(C1, C2, . . . , Cp) is a Schur matrix. But

1 > ρ (w(C1, C2, . . . , Cp)) = ρ(C1)
|w|1 · ρ(C2)

|w|2 · · · ρ(Cp)|w|p

implies that ρ(Ci) < 1 for at least one index i ∈ [1, p].
We consider now positive left circulant matrices, which

are described as:

CLi =


a
(i)
0 a

(i)
1 a

(i)
2 . . . a

(i)
n−1

a
(i)
1 a

(i)
2 . . . a

(i)
n−1 a

(i)
0

...
... . . . . . .

...

a
(i)
n−2 a

(i)
n−1

. . . a
(i)
n−4 a

(i)
n−3

a
(i)
n−1 a

(i)
0 . . . a

(i)
n−3 a

(i)
n−2

 , (10)

with a(i)
` ≥ 0, ` ∈ [0, n − 1]. If we compare a left circulant

matrix with a right circulant matrix having the same entries in
the first line, it can be shown [13] that they can be reduced
(by means of the same similarity transformation T , which
only depends on n and not on Ci) to the following forms:

T−1CiT=


p(i)(1)

p(i)(εn)
p(i)(ε2n)

. . .
p(i)(εn−1

n )



T−1CLi T=



p(i)(1)

p(i)(εn)
p(i)(ε2n)

. . .

p(i)(εn−1
n )


This implies, in particular, that ρ(CLi ) = ρ(Ci) = p(i)(1) =∑n−1
k=0 a

(i)
k . So, also in this case CLi is Schur if and only if

1>nC
L
i = 1>n ρ(CLi )� 1>n ,

and hence the left circulant matrix is strictly (column) sub-
stochastic. Notice, however, that the product of two left cir-
culant matrices is a right circulant matrix, having as spectral

radius the product of the spectral radii of the two matrices.
In general, given a family {A1, A2, . . . , Ap} that includes
both left and right circulant matrices, for every w ∈ Ξ∗,
the matrix product w(A1, A2, . . . , Ap) is a circulant matrix,
left if the number of left circulant matrices involved in the
matrix product is odd and right if it is even. In both cases,
ρ (w(A1, A2, . . . , Ap)) = ρ(A1)|w|1ρ(A2)|w|2 · · · ρ(Ap)|w|p .
So, the previous results about stability and stabilizability can
be generalized as follows.

Proposition 6: Given a discrete-time positive switched
system (1), with positive (either left or right) circulant
matrices Ai ∈ Rn×n+ , i ∈ [1, p], the following facts are
equivalent ones:

i) the system is stable;
ii) for every w ∈ Ξ∗, the matrix product

w(A1, A2, . . . , Ap) is a positive Schur matrix;
iii) all matrices A1, A2, . . . , Ap are Schur;
iv) the matrices Ai’s admit a common linear copositive

function;
v) for every choice of αi ≥ 0, with

∑p
i=1 αi = 1,∑p

i=1 αiAi is a positive (not necessarily circulant)
Schur matrix.

Example 1: Consider a discrete-time positive switched
system (1), with p = 3 and

A1 =

 0.1 0.2 0.3
0.3 0.1 0.2
0.2 0.3 0.1

 A2 =

 0.4 0.1 0.2
0.1 0.2 0.4
0.2 0.4 0.1


A3 =

 0.5 0 0.2
0 0.2 0.5

0.2 0.5 0

 .
Notice that A1 is right circulant, while A2 and A3 are left
circulant. It is easily seen that 1>3 Ai � 1>3 for every i ∈
[1, 3]. This ensures that the switched system is stable.

Proposition 7: Given a discrete-time positive switched
system (1), with positive (either left or right) circulant
matrices Ai ∈ Rn×n+ , i ∈ [1, p], the following facts are
equivalent ones:

i) the system is stabilizable;
ii) one of the matrices A1, A2, . . . , Ap is Schur.
It is worthwhile to notice that, under these strong assump-

tions, the result given in Proposition 3 becomes a necessary
and sufficient condition. Indeed, we have:

Proposition 8: Consider a discrete-time positive switched
system (1), with positive (either left or right) circulant
matrices Ai ∈ Rn×n+ , i ∈ [1, p], and suppose that it is
stabilizable. Given some word w ∈ Ξ∗, the corresponding
matrix product w(A1, A2, . . . , Ap) is Schur if and only if
condition (7) holds.

V. STABILIZABILITY CRITERIA FOR GENERAL POSITIVE
SWITCHED SYSTEMS

The stabilizability results obtained in the previous sections
provide very simple sufficient conditions for checking the
lack of stabilizability of a generic DPSS (1).
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Corollary 1: Consider a discrete-time positive switched
system (1), with Ai, i ∈ [1, p], arbitrary positive matrices.
If there exist matrices Ãi ∈ Rn×n+ , i ∈ [1, p], that are either
all cyclic monomial or all positive circulant, and such that,
for every i ∈ [1, p],

(a) Ai ≥ Ãi;
(b) Ãi is not Schur,

then the positive switched system is not stabilizable.
Proof: Under assumption (a) we have that for every

w ∈ Ξ∗, w(A1, A2, . . . , Ap) ≥ w(Ã1, Ã2, . . . , Ãp), but this
implies ρ (w(A1, A2, . . . , Ap)) ≥ ρ

(
w(Ã1, Ã2, . . . , Ãp)

)
.

If all matrices Ai are either cyclic monomial or positive cir-
culant, then under assumption (b), ρ

(
w(Ã1, Ã2, . . . , Ãp)

)
≥

1 for every w ∈ Ξ∗. So, the (original) positive switched
system cannot be stabilizable.

As a matter of fact, the previous result can be easily
extended, as shown in the following corollaries. We first
consider the case when the submatrices are cyclic monomial.

Corollary 2: Consider a discrete-time positive switched
system (1), with Ai, i ∈ [1, p], arbitrary positive matrices.
Suppose that there exists an elementary cycle γ, of length
k ≤ n, say j1 → j2 → j3 → . . . → jk → j1,
appearing in every digraph D(Ai). If the product of the
weights of its edges in every digraph D(Ai), namely [Ai]j1j2 ·
[Ai]j2j3 . . . [Ai]jkj1 , is greater than or equal to 1, then the
positive switched system is not stabilizable.

Proof: It entails no loss of generality assuming that γ
is the elementary cycle: 1→ k → k−1→ . . .→ 2→ 1. So,
if we keep of the matrices Ai only the entries that represent
the weights of these arcs, we get the p not Schur matrices:

Ãi =



0 a12 0 . . . 0

0 0 a23
. . . 0

...
...

...
. . .

...
0 0 0 . . . ak−1k

ak1 0 0 . . . 0
0(n−k)×(n−k)


.

Clearly, for every w ∈ Ξ∗, w(A1, A2, . . . , Ap) ≥
w(Ã1, Ã2, . . . , Ãp), but this implies

ρ (w(A1, A2, . . . , Ap)) ≥ ρ
(
w(Ã1, Ã2, . . . , Ãp)

)
≥ 1.

So, since none of matrix products w(A1, A2, . . . , Ap) is
Schur, the switched system is not stabilizable.

Example 2: Consider a discrete-time positive switched
system (1), with p = 2 and

A1 =

 0.1 0.2 2
0.5 0.2 0.5
1 0.5 0

 A2 =

 0.01 0.1 1
0 0 0.1
3 0 0.2

 .
D(A1) and D(A2) have in common an elementary cycle

including vertices 1 and 3. It is easily seen that

A1 > Ã1 =

 0 0 2
0 0 0
1 0 0

 A2 > Ã2 =

 0 0 1
0 0 0
3 0 0

 .
Since, neither Ã1 nor Ã2 is Schur, the switched system is
not stabilizable.

As a further extension of Corollary 1 we get the following
result, whose proof follows the same lines as the previous
one and hence it is omitted.

Corollary 3: Consider a discrete-time positive switched
system (1), with Ai, i ∈ [1, p], arbitrary positive matrices.
Suppose that there exist a permutation matrix P , a positive
integer k ≤ n and positive (left or right) circulant matrices
Ãi ∈ Rk×k+ , i ∈ [1, p], such that, for every index i,

(a) PTAiP ≥
[
Ãi 0
0 0

]
;

(b) Ãi is not Schur.
Then the positive switched system is not stabilizable.
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