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Abstract— Using first and second law principles from finite-
time thermodynamics, this paper introduces a class of bilinear
models suitable for the optimization and risk management of
commodity energy conversion processes. The model is intended
for use at a high level to predict the efficiency of energy conver-
sion in campus scale utilities with complex energy requirements,
fuel sources, and significant operational flexibility. The bilinear
character of the model derives from the second law which
results in a multiplicative coupling between entropy flux and
temperature driving forces. The paper offers three main results:

1) Economic optimization of this model yields a non-convex
bilinear optimization problem.

2) Special cases for optimal operation reduce to generalized
eigenvalue problems, or more complex rank constraints that
could be solved using numerical algebraic geometry.

3) A computational strategy based on a linear outer ap-
proximation coupled with a branch and bound methodology to
reduce the search region.

I. INTRODUCTION

The operation of campus or municipal scale energy sys-
tems involves a complex interplay of control, optimization,
and risk management in a changing and uncertain envi-
ronment. An operator’s challenge is to exploit flexibility
within the system to meet utility demands while minimizing
operating costs and maximizing the value of the real assets.
For typical campus co-generation facilities, some of the
flexibility is of an operational nature, such as the flexibility
to use multiple fuels to produce heat, chilling, electricity,
and process heat. In addition, financial flexibility is gained
through the use of financial instruments, including futures
and options, to mitigate risk in the commodity markets. An
additional source of financial flexibility is in the design of
interuptible contracts for the supply of gas or electricity.

Our current research program focuses on the development
of models, techniques, and insights to assist in optimizing the
economic performance of campus scale energy conversion
systems. To maximize value, we are interested in integrating
the operational, financial, and contractual control of energy
conversion systems. Our earlier work [2], [9], and the work
of others (see, for example, [6], [7], [12]), has demonstrated
the value of integrating hedging and operational decisions
in electricity generation. There are many open problems and
opportunities for basic research.

In this paper, we consider the specific issue of develop-
ing models to support our study of optimization and risk
management for energy conversion systems. We seek a class
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of models that captures the essential behaviors and trade-
offs involved in energy conversion without getting bogged
down in detailed equipment descriptions. In particular, the
extensive literature on finite time thermodynamics [1], [3],
[4], [8] may offer such a framework. However, despite the
a rich literature, relatively little known about the general
nature of this class of models, nor is there a ’systems’
framework that extends application to larger-scale complex
utilities. Those are the issues we address in this paper.

Here we use the general approach of finite-time thermody-
namics to develop a general class of bilinear models suitable
for optimization studies. By incorporating first and second
law thermodynamics, the model predicts the efficiency of
energy conversion in campus scale utilities with complex en-
ergy requirements, fuel sources, and significant requirements
for operational flexibility.

II. COMPONENT MODELS

In this section we develop simple models for key com-
ponents comprising an energy utility. We decompose larger
systems into basic components including heat nodes, thermal
links, heat engines, and heat pumps. These basic compo-
nents and associated thermodynamic equations are described
below. More complex models, which we term ’energy con-
version networks’ (ECN), are then constructed from these
basic components.

A. Basic Components

Heat Node: Heat nodes (Fig. 1) typically constitute the
largest number of components in our ECN models. Each heat
node is characterized by a temperature Ti and a net external
heat flux Qi. Heat nodes are coupled by thermal links, heat
engines, or heat pumps.

Inputs to heat nodes represent the energy flux or power
entering the node. For a heat node connected to a heat engine,
for example, the heat flux represents energy flux to or from
the heat engine. If a heat node is connected to a heat pump,
the heat flux represents chilling capacity. Our convention is
to organize diagrams so that higher temperature nodes are
generally located above lower temperature nodes.

Qi Ti

Fig. 1.
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Heat Transport and Thermal Links: Heat transport be-
tween two heat nodes is represented by a thermal link (Fig.
2). The model proposed in this paper uses Newton’s law
for heat transport: Qi→j = Kij (Ti − Tj). Other empirical
descriptions of heat transport, such as the Stefan-Boltzmann
law, are encountered in the literature on finite-time thermo-
dynamics but are not explored further here.

Ti

Tj

Qi→j = Kij(Ti − Tj)

Fig. 2. Heat Transport

Heat Engines: Heat engines (Fig. 3) represent work-
producing equipment. Each heat engine is characterized by
an isentropic efficiency η, work flux W , and entropy flux
σ. Each heat engine is located between two heat nodes and
is assumed to operate adiabatically (Q+ = Q− +W ). The
equations for isentropic efficiency, entropy flux, heat fluxes,
and work output for the kth heat engine (k indexing all heat
engines and pumps) are (Eq. 1-3):

Tik

σk ≥ 0

Q+
k

Tjk

Q−k

Wk

Fig. 3. Heat Engine

Tjk

σk ≥ 0

Q−k

Tik

Q+
k
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Fig. 4. Heat Pump

ηk = Wk

WRev
k

(1)

σk = Q+
k

Tik
(2)

Q+
k = σkTik

Wk = ηkσk (Tik − Tjk)
Q−k = (1− ηk)σkTik + ηkσkTjk

(3)

Heat Pumps: Heat pumps (Fig. 4) represent work-
consuming equipment. Each heat pump is characterized in
the same way as a heat engine, by an isentropic efficiency
η, a work flux W , and entropy flux σ. The major difference
between a heat pump and heat engine is the work flux W
is positive for a heat engine but negative for a heat pump.
Each heat pump is also modeled between two heat nodes and
assumed to be externally adiabatic. The equations for heat
fluxes and work output for the kth heat pump are (Eq. 4-6):

ηk = WRev
k

Wk
(4)

σk = Q+
k

Tik
(5)

Q+
k = σkTik

Wk = 1
ηk
σk (Tik − Tjk)

Q−k =
(
1− 1

ηk

)
σkTik + 1

ηk
Tjk

(6)

Work Nodes: Work output from heat engines and work
input from heat pumps are combined in work nodes to
provide a cumulative work flux. Work is conserved in a work
node. This conservation of work introduces an important
constraint since, for example, the amount of work used by a
heat pump cannot exceed the amount generated by the heat
engine supplying the work. There is no specific graphical
representation of work nodes in a model schematic.

III. BILINEAR MODELS FOR ENERGY CONVERSION
NETWORKS

Next we show how the components introduced above are
combined into more complex models exhibiting a charac-
teristic bilinear coupling between temperature and entropy
fluxes.

A. Structure

We introduce the following notation and structure for an
energy conversion network:
• N,M,P - Number of heat nodes, engines, work

nodes,respectively
• q, T - Temperature and heat flux vectors (N × 1)
• σ - Entropy flux vector (M × 1)
• w - Work flux vector ((M + P )× 1)
• K - Thermal links matrix (N ×N )
• E - Isentropic efficiencies matrix for heat flux calcula-

tions (N ×N ×M )
• W - Isentropic efficiencies matrix for work flux calcu-

lations ((M + P )×N ×M )
• R - Fuel cost vector (N × 1)
• S - Work value vector ((M + P )× 1)

With this notation and structure, equations for heat and work
fluxes may be written in matrix form:

q(T, σ) =

(
K +

M∑
k=1

Ekσk

)
T (7)

w(T, σ) =

(
M∑
k=1

Wkσk

)
T (8)

The following is a summary of the matrices:

K =

 K12 −K12 · · ·
−K12 K12

...
. . .

 (9)

Ek =


0 · · · · · · 0
... 1 0

...
... − (1− ηk) −ηk

...
0 · · · · · · 0

 (10)
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Wk =


0 ηk −ηk 0
... 0 0

...
...

...
...

...
0 ηk −ηk 0

 (11)

Matrix K contains the heat transfer coefficients associated
with thermal links between heat nodes. Multiple thermal
links to and from a heat node may exist and the thermal
conductivity constants are additive.

The matrices for Ek and Wk describe the coupling of heat
engines within the ECN. The matrices for a heat pump have
similar structure except 1

ηk
replace instances of ηk in both

matrices. The subscripts i and j represent the heat nodes
above and below the kth heat engine or pump. In the work
matrix Wk, the columns with non-zero values are associated
with the heat nodes above and below the heat engine or
pump. The first row populated is the kth row and the second
row populated is the M + pth row, where p represent the
work node where work is generated or consumed by the
heat engine or pump.

B. Optimization Statement

An economic objective is obtained from Eq. 7 and Eq. 8
and written in terms of cost as:

f (T, σ) = Rᵀq − Sᵀw (12)

This objective function is a bilinear, non-convex function
since both q and w have the term σT . The optimization
problem is:

min
t,σ

f = Rᵀq − Sᵀw (13a)

s.t. q =
(
K +

∑
k

Ekσk

)
T (13b)

w =
(∑
k

Wkσk

)
T (13c)

TL ≤ T ≤ TU

σL ≤ σ ≤ σU

qL ≤ q ≤ qU

wL ≤ w ≤ wU

(13d)

Again, the object function f represents the cost of opera-
tion. The optimization problem seeks the minimum operating
cost (preferably less than zero, meaning the operation is
profitable) that satisfies the constraints.

IV. THEORETICAL RESULTS

We consider here a single optimization objective

J(q, T, σ) =
[
c0 d0 +

∑M
k=1 σkdk

] [
q
T

]
were we seek first order stationary conditions such that

∂

∂σk
J(q(σ), T (σ), σ) = 0 k = 1, 2, . . . ,M

subject to[
A B

−I K +
∑P
k=1 σkEk

] [
q
T

]
=
[
b
0

]
In this form, the optimization problem forms a bilinear objec-
tive subject to bilinear constraints. This problem is generally
nonconvex. Below we tackle this problem analytically to
derive conditions for optimality, and show the nature of the
resulting eigenvalue problem.

A. First Order Necessary Conditions

Expanding vectors Q and T in powers of δ1, δ2, . . . , δM

q(σ + δ) = q0(σ) +
M∑
k=1

δkqk(σ) + · · ·

T (σ + δ) = T0(σ) +
M∑
k=1

δkTk(σ) + · · ·

To economize on notation, we suppress the argument σ for
the vector T ′ks and q′ks. Substituting these expansions into
J(q, T, σ), and setting first order terms in the σ′ks to zero,
we obtain the following relationships. First, for the zeroth
order terms, we have a system of 2N equations

Aq0 +BT0 = b

−q0 +

(
K +

M∑
k=1

σkEk

)
T0 = 0

Then, for the first order terms, for each k = 1, 2, . . . , P we
have 2N + 1 equations

Aqk +BTk = 0

EkT0 − qk +

(
K +

M∑
k=1

σkEk

)
Tk = 0

dkT0 +

(
d0 +

M∑
k=1

σkdk

)
Tk = 0

Collectively, we have a system of (2N+1)(M+1)−1 equa-
tions that can, in principle, be solved for the (2N +1)(M +
1)−1 variables making up the vectors σ, q0, q1, . . . , qM , and
T0, T1, . . . , TM .

These equations lend themselves to several useful geomet-
rical interpretations. We are seeking values for σsuch that
the constant terms lie within its range space of the linear
equations formed by this system of equations. Another way
to state this condition is that we seek values for σ such that
the augmented matrix for the above set of linear equations
has a rank defect. This constitutes a generalized eigenvalue
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problems in the elements of σ. To express this problem more
succinctly, we introduce the additional notation

F0 =



A B 0 0 · · · 0 0 b
−I K 0 0 · · · 0 0 0
0 0 A B · · · 0 0 0
0 E1 −I K · · · 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 · · · A B 0
0 EP 0 0 · · · −I K 0
0 d1 0 d0 · · · 0 0 0
...

...
...

...
. . .

...
...

...
0 dP 0 0 · · · 0 d0 0


and for k = 1, 2, . . . ,M

Fk =



0 0 0 0 · · · 0 0 0
0 Ek 0 0 · · · 0 0 0
0 0 0 0 · · · 0 0 0
0 0 0 Ek · · · 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 · · · 0 0 0
0 0 0 0 · · · 0 Ek 0
0 0 0 dk · · · 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 · · · 0 dk 0


These matrices have (2N + 1)(M + 1) − 1 rows and
2N(M + 1) + 1 columns. A stationary solution exists for
the optimization problem if

Rank[F0 +
M∑
k=1

σkFk] < 2N(M + 1)

This multiparameter eigenvalue problem is generally quite
difficult to solve. The special case of single heat engine or
heat pump is an important exception which, as shown below,
yields the familiar generalized eigenvalue problem of linear
algebra. The general case of M > 1, however, appears to be
a challenging problem in numerical algebraic geometry.

B. Generalized Eigenvalue Problem

The special case M = 1 corresponds to a single heat
engine or heat pump. In the case, the rank condition boils
down to

Rank[F0 + σF1] < 4N

where F0 and F1 are 4N × 4N . Thus we obtain the
generalized eigenvalue problem

det[F0 + σF1] = 0

The solution to the eigenvalue problem yields the optimal
operating point.

V. BILINEAR OPTIMIZATION

There are several approaches one could use to obtain the
optimization of a bilinear objective. In this paper, following
the pioneering work of McCormack and others [10], [11],
[13], we use a relaxation of the bilinear objective and
constraints coupled with a branch-and-bound strategy to find
a global minimum.

A. Linearization and Relaxation

By using an appropriate substitution into the bilinear prob-
lem, the bilinear objective and constraints are transformed
into a linear optimization problem. The new variable is
assumed to be linearly independent from the other variables,
leading to a relaxation of the original problem [10], [11]. In
this problem, the substitution we define is:

z = Tσᵀ (14)

with dimensions of N ×M . This leads to:

f(T, σ, z) = Rᵀ

(
KT +

∑
k

Ekzk

)
− Sᵀ

(∑
k

Wkzk

)
(15)

The relaxed optimization problem with original constraints
and additional substitution constraint are given by:

min
t,σ,z

f = Rᵀq − Sᵀw (16a)

s.t. q = KT +
∑
k

Ekzk (16b)

w =
∑
k

Wkzk (16c)

TL ≤ T ≤ TU

σL ≤ σ ≤ σU

qL ≤ q ≤ qU

wL ≤ w ≤ wU

(16d)

z = Tσᵀ (16e)

Introducing the relaxation requirement that z be linearly
independent of T and σ, four additional constraints replace
Eq. 16e. Two constraints are a result of the convex underes-
timate and two are a result of the concave overestimate of
the actual bilinear function. These are given by:

z ≥ T
(
σU
)ᵀ + TUσᵀ − TU

(
σU
)ᵀ

z ≥ T
(
σL
)ᵀ + TLσᵀ − TL

(
σL
)ᵀ

z ≤ T
(
σU
)ᵀ + TLσᵀ − TL (σU )ᵀ

z ≤ T
(
σL
)ᵀ + TUσᵀ − TU

(
σL
)ᵀ (17)
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B. Branch and Bound Strategy

Let Ai be the set of active branch and bound nodes on
interval i. Additionally, let j be an index containing all
branch and bound nodes created, both open and closed. The
following steps are executed to solve the relaxed optimization
using a branch and bound technique. Unless otherwise stated,
references to nodes refer to branch and bound nodes:

1) Calculate maximum possible entropy flux (Eq. 18).
The minimum possible entropy flux for each engine
is by definition zero (σL = 0).

σUk,◦ =
max[abs(qU );abs(qL)]

min(TL)
, k = 1, . . . ,M (18)

2) Initialize the upper and lower bounds on f by finding
the minimum and maximum values of the relaxed
constrained problem, given above in Eq. 16a-16e and
Eq. 17. This also tests the feasibility of the defined
problem.

3) Trim the search region of the optimization by finding
the minimum and maximum values of T and σ given
the bounds on the function value (similar to step 8).

4) All open nodes are scanned. The first node for each of
the following criteria is identified:

a) The lowest lower bound on f .
b) The lowest upper bound on f .
c) A maximum number of entropy fluxes on the

lower edge.
d) A maximum number of entropy fluxes on the

upper edge.
5) Each identified node (parent node) is branched by

splitting the largest entropy range of the node in half
to create two new nodes. The parent node is removed
from and the new nodes are added to the set of open
nodes Ai. This step can create as few as 2 new nodes
and as many as 8 new nodes (the same node can satisfy
multiple criteria in step 4).

6) Upper and lower bounds on f are computed for all new
nodes using the relaxed optimization problem given in
Eq. 16a-16e and Eq. 17.

7) Any open node whose lower bound of the objective
function is higher than the lowest upper bound has
been fathomed and may be eliminated:

8) Update absolute upper and lower bounds on entropy
and temperature (Eq. 19) using the absolute upper and
lower bounds on f as constraints (Eq. 20):

min
T,σ,z

TLn s.t. TLn ≤ Tn ≤ TUn , n = 1, . . . , N

max
T,σ,z

TUn s.t. TLn ≤ Tn ≤ TUn , n = 1, . . . , N

min
T,σ,z

σLk s.t. σLk ≤ σm ≤ σUk , k = 1, . . . ,M

max
T,σ,z

σUk s.t. σLk ≤ σk ≤ σUk , k = 1, . . . ,M

(19)

fLabs ≤ f ≤ fUabs (20)

9) Eliminate and trim current open nodes based on σ
values:

a) Eliminate nodes where the upper bound on σ is
less than the absolute lower bound.

b) Eliminate nodes where the lower bound on σ is
higher than the absolute upper bound.

c) Update the lower bound on σ in nodes where the
entropy range contains the absolute lower bound.

d) Update the upper bound on σ in nodes where
the entropy ranged contains the absolute upper
bound.

10) Repeat from step 4 until the largest difference between
the function values of open nodes and the current
lowest upper bound are below some tolerance.{

fUabs −min (fj) > ftol,∀j ∈ Ai repeat
otherwise end

VI. EXAMPLES

A. Simple 1-Engine Model

Fig. 5 gives an example of a simple 1-engine model. The
following conditions are defined for the heat nodes:

Var. Min. Max. Var. Min. Max.
T1 573.15 573.15 Q1 0 1500
T2 277.6 573.15 Q2 0 0
T3 277.6 573.15 Q3 0 0
T4 277.6 277.6 Q4 -1500 0

Note that negative values of heat flux (Qn, n ∈ N) corre-
sponds to heat being rejected.

T1

T2

σ1 ≥ 0 W1

T3

T4

Q1

Q4

Q
+
1

Q
−
1

K12(T1 − T2)

K34(T3 − T4)

K23(T2 − T3)

Fig. 5. An energy conversion network with one engine

The three conductance links in this model have parameter
values K12 = K34 = 15 and K23 = 1. The engine is
defined to have an isentropic efficiency of 0.95 (η1 = 0.95)
and bounds on the work are 0 ≤ W1 ≤ 1500. The price of
Q1 is $0.10 per unit, and the cost of disposal of waste heat
Q4 is $0.01 per unit. The value of the work produced W1 is
$1 per unit.

This model was simulated using the methodology outlined
in section V-B. The simulation calculated a function value
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of $186.22 profit and values for the adiabatic heat nodes
of T2 = 490.6 and T = 338.9. This example is also quite
easy to analyze by varying the entropy flux and solving the
remaining linear equations directly. This approach produced
the same results as the simulation. Figure 6 shows the plot
of profit versus work output as well as minimum cost (red
square) and maximum work output (black circle). Note that
maximizing work output does not maximize profit in this
case.

Fig. 6. Plot of profit versus work for a single engine ECN.

B. Geothermal Air-Conditioning

Fig. 7 shows a geothermal air-conditioning model based
on a paper by Davis and Wu [5]. The following temperature
and heat flux conditions are defined:

Var. Min. Max. Var. Min. Max.
T1 375 375 Q1 0 250,000
T2 307 375 Q2 0 0
T3 307 375 Q3 0 0
T4 307 307 Q4 -250,000 0
T5 290 290 Q5 0 250,000
T6 190 290 Q6 0 0
T7 290 390 Q7 0 0

The conductance links in this model, as defined in the
Davis and Wu paper, have the valuesK12 = K34 =
1000 W/K and K56 = K74 = 5000 W/K. The isentropic
efficiency of both engines are 1 (η1 = 1,η2 = 1). The bounds
on work output are 0 ≤ W1 ≤ 50000 and −50000 ≤ W2 ≤
0.

Davis and Wu reported the maximum cooling capacity
(Q5) was 11.4 kW. Davis and Wu also reported the optimal
operating temperatures for non-isothermal nodes from their
simulation as T2 = 357, T3 = 323, T6 = 286, and T7 = 311.

We aimed to test their results with the modeling and
optimization method outlined in this paper. To calculate the
maximum cooling capacity (or minimum negative of cooling
capacity) Q5 was given a value of -1 (r5) with all other
ri, i ∈ N set to zero and S set to a zero vector of length
M + P .

The simulation found the maximum cooling capacity to be
19.4 kW with the optimal operating temperatures in agree-
ment with Davis and Wu. This cooling capacity and these

Geothermal: T1

T2

T3

Environment: T4

Chilled: T5

T6

T7

σ1

σ2Waux

Q1

Q4

Q5

K12

K34

K56

K74

Fig. 7. A geothermal model

operating temperature are consistent with the underlying
thermodynamic formulas involved.

VII. CONCLUSIONS

Our analysis of energy conversion networks introduces
a class of bilinear models for the optimization and risk
management. In addition to a number of theoretical results,
a branch and bound methodology was introduced for the
linearized and relaxed form of the bilinear objective function.
Subsequent research will demonstrate the utility of these
models for the stated objectives.
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