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Neural Network Control of Quadrotor UAV Formations'
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Abstract—In this paper, a novel framework for leader-follower
formation control is developed for the control of multiple
quadrotor unmanned aerial vehicles (UAVs) based on spherical
coordinates. The control objective for the follower UAYV is to
track its leader at a desired- separation, angle of incidence, and
a bearing by using an auxiliary velocity control. Then, a novel
neural network (NN) control law for the dynamical system is
introduced to learn the complete dynamics of the UAV
including unmodeled dynamics like aerodynamic friction.
Additionally, the interconnection dynamic errors between the
leader and its followers are explicitly considered, and the
stability of the entire formation is demonstrated using
Lyapunov theory. Numerical results verify the theoretical
conjectures.

Index Terms—Formation Control, Quadrotor UAV, Neural
Networks, Lyapunov Stability

I. INTRODUCTION

In recent years, quadrotor helicopters have become a
popular unmanned aerial vehicle (UAV) platform, and
their control has been undertaken [1] by many researchers.
However, a team of UAVs working together is often more
effective than a single UAV in scenarios like surveillance,
search and rescue, and perimeter security. Therefore, the
formation control of UAVs [2-6] has been proposed.

The authors in [2] present a modified leader-follower
framework with a model predictive nonlinear control
algorithm without proof of convergence and stability. In
[3], a kinematic-based formation control law is proposed
while ignoring the individual dynamics and the formation
dynamics of UAVs; proof of stability is not provided. The
work [4] offers an algorithm for perimeter security using
UAVs without considering the UAV and formation
dynamics.

On the other hand in [5], cylindrical coordinates and
contributions from wheeled mobile robot formation control
[8] are considered for leader-follower based formation
control scheme by assuming dynamics are known. In [6]
experimental results are provided by using a dynamic model
and assuming that measured position and velocity of the
leader to its followers are communicated. In [7], a robust
formation controller is proposed based on higher order
sliding mode controllers in the presence of disturbances.
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By contrast, in this work, a new leader-follower formation
control framework for quadrotor UAVs based on spherical
coordinates is introduced where the desired position of a
follower UAV is specified using a desired separation, s, a

desired- angle of incidence, ¢, and bearing, f,. Then, a

new control law is derived using neural networks (NN) to
learn the complete dynamics of the UAV online, including
unmodeled dynamics like aerodynamic friction and in the
presence of bounded disturbances. Although a quadrotor
UAYV is underactuated, a novel virtual NN control input
scheme is proposed which allows all six degrees of freedom
of the UAV to be controlled using only four control inputs.

II. BACKGROUND

A. Quadrotor UAV Dynamics

Consider a quadrotor UAV with six DOF defined in the
inertial coordinate frame , E“, as [x,y,z,4,0,w]" € E*
where p =[x, y,z]" € E* are the position coordinates of the
UAV and ©=[¢,0,y]" € E describe its orientation

referred to as roll, pitch, and yaw, respectively. The
translational and angular velocities are expressed in the body
fixed frame attached to the center of mass of the UAV, E”,
and the dynamics of the UAV in the body fixed frame can
be written as [1]

Mr}=S(a)){v}+{N1(V)}+{G(R)}+U+rda (D
w w N,(w) 0,,

where y=[0 0w u!| e®®s M =diag{ml,,J} e R**,
positive scalar that represents the total mass of the UAV,
J € R represents the positive definite inertia matrix,
V(1) =[V,p, V) V:;,]T e N3 represents the translational

mis a

velocity, w(t)=[w,,,,,o,,]" R’ represents the angular
velocity, N, (o) e R i =1,2,are the nonlinear aerodynamic
S(w) = diag {-mS (@), S(Jw)} e R**, u, € R
provides the thrust along the z-direction, u, e R’provides
the  rotational r, =[r),7),] eR®  and
r,eR,i=12 bounded

disturbances such that|r, || < z,, for all timeZ, withz,, being

effects,

torques,

represents unknown, but

an unknown positive constant, / € R"™"is an nxn identity
matrix, and 0, e R™ represents an mx/ matrix of all
zeros.  Furthermore, G(R)e R’ represents the gravity
vector and S(e) e R*’is the general form of a skew

symmetric matrix defined in [1].
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The matrix R(©) e ®***is the translational rotation matrix

which is used to relate a vector in the body fixed frame to
the inertial coordinate frame defined as [1]

CoC,  S489C, —C4S,  CiSyC, + 5,8, o
R(O)=R=|cys, 455, FC,C, 4848, —S,C,
-5, 54Co CiCy

where the abbreviationss, andc, have been used for

*)
sin(e)and cos(e), respectively. It is important to note that
R'=R",

It is also necessary to

HRHF =R, for a known constantR .,

R=RS(w) and R" =-S(w)R".
define a rotational transformation matrix from the fixed
body to the inertial coordinate frame as in [1]

L syt ety 1 0 -5,
T@=T=|0 ¢ -s, " T'=[0 ¢, s, |
0 s,/c, ¢,/c, 0 —s, ¢,

where the abbreviationz, has been used for tan(e). The

transformation matrix 7 is bounded as long as
—(z/2)<¢<(z/2), —(n/2)<O<(x/2) and ~z <y <7x.
These regions will be referred to as the stable operation
regions of the UAV, and under these flight conditions, it is
observed that HTHF <T,, foraknown constant7, .

Finally, the kinematics of the UAV can be written as
p =Ry, O=Tw 4

B. Neural Networks

In this work, two-layer NNs are considered consisting of
one layer of randomly assigned constant weights 7, e R*
in the first layer and one layer of tunable weights w, e R**
in the second with ¢ inputs, » outputs, and L hidden neurons.
The sigmoid activation function is considered here.
Furthermore, on any compact subset of R", the target NN
weights are bounded by a known positive value, such
thatHWNHF <w,, [9]. For complete details of the NN and its

properties, see [9].

C. Three Dimensional UAV Formation Framework

Throughout the development, the follower UAVs will be
denoted with a subscript 7’ while the formation leader will
be denoted by the subscript 7. To begin, an alternate
reference frame is defined by rotating the inertial coordinate

frame about the z-axis by the yaw angle, W, and denoted by

Ej” In order to relate a vector in E“ to Ej”,, the
transformation matrix is given by
cos(y;) sin(y,;) 0
R, =|-sin(y;) cos(y;) 0|’ )
0 0 1

where RaT,- = Ra’jl. The objective of the proposed leader-

follower formation control is for the follower UAV to

Follower j

Inertial
Coordinate
Frame

zZ
Fig. 1. UAV leader-follower formation control

maintain a desired separation, Sjia € R, at a desired angle
of incidence, a;, € E;’, and bearing, ﬁﬁ , € E;’, with
respect to its leader. The incidence angle is measured from
the X~V plane of follower j while the bearing angle is

measured from the positive X -axis as shown in Fig. 1. It

is important to observe that each quantity is defined relative

to the follower j instead of the leader i [5],[8]. To specify a

unique configuration of follower j with respect to its leader,

the desired yaw of follower j is selected to be the yaw angle

of leader i, y, € E“as in [2]. Then, the measured separation

between follower j and leader i is written as

Pi—P; = RaTijijf (6)

where

—_ . . T

2, =[cos(a;)cos(B;) cos(a;)sin(f;) sin(a ;)] ™)
Thus, to solve the leader-follower formation control

problem in the proposed framework, a control velocity must

be derived to ensure

y_{g(s/id —-5;)=0, }i_g;l(ﬂjid -B;)=0,

e ) =0, limr v, =0

®)

Throughout the development, the desired separation,
angle of incidence and bearing S jia» X jig and B>

respectively, will be taken as constants, while it is assumed
that each UAV has knowledge of its own constant total
mass, m,,, » where (e)is i for the leader and j for the

follower. Additionally, it will be assumed that reliable
communication between the leader and its followers is
available [4],[6], and the leader communicates its measured
orientation and angular rate vector, ®,and @, , respectively,

and its desired states, y,,,y/.,,W.,» V Future work will

id> ‘.)id .
relax this assumption.

It is worth noting that communicating the desired states as
opposed to the measured states does not necessarily reduce
the amount of communication overhead. The benefit of
considering the desired states of the leader in the design of
the follower UAVs’ control laws becomes significant when
compensating for the formation dynamics which become
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incorporated in the follower UAVs dynamic controller
design. Further, considering the desired states reduces the
reliance on noisy sensor measurements.

III. LEADER-FOLLOWER FORMATION TRACKING CONTROL

A. Follower UAV Control Law
Given a leader i subject to the dynamics and kinematics

(1), and (4), respectively, define a reference trajectory at a
desired separation S, ata desired angle of incidence, Ay

and bearing, B for follower j given by
pjd = pz szd Rajd'_‘ (9)

where R, is defined as in (5) but written in terms of Wigs

and E ja is defined as in (7) but written in terms of the

desired angle of incidence and bearing,

a respectively. Next, using (6) and (9), define the

jid > V jid ?
position tracking error as
(10)

which can be measured using local sensor information. To
form the position tracking error dynamics, it is convenient to
rewrite (10) ase, =p,—p, — revealing

_ _ a
ip _pjd pj S R ‘—‘ szdRajd'_‘jzd €E

Rajds/td‘_‘
é,=Rv,—Ryv, an

Next, select the desired translational velocity of follower j

Rajdsjld‘_‘ jid *

Vie =V Vig Viel' € E", to stabilize (11) is written as
v/d :R/T(R vtd s/thaid:/ld +K/p /p) (12)
where K = diagik . .k .k, e R*is a  diagonal

positive definite design matrix all with positive design
constants. Next, the translational velocity tracking error
systems for follower j and leader i is defined as

13)
ande, =v, —v,, respectively. Applying (12) to (11) while

— T _ _
e, =le; e, €.l =v,—v,

reveals

observingy, =v,, —e; and similarlyy, =v,, —¢, ,
the closed loop position error dynamics to be rewritten as
e,=-K e, +Re, —Re,- (14)
Next, the translational velocity tracking error dynamics
are developed. Differentiating (13), observing
Dy ==8(@,)v,, + R (RS(@,)v,, + Ry = Rius 120
+RIK Ry, =Ry, —Ris ,E )
adding and subtracting R} (K, (Rv, +Rv,)):
substituting the translational velocity dynamics in (1) allows
the velocity tracking error dynamics to be written as
==N,(v,)/m; = S(@,)e;, —~G(R;)/m;

and

e v ‘.)jd -
(15)
u B, fm, =7, —~R]K ,,(Re, - .
RI(R.S(w,)vy + Ry, "k SuEu+tK,(Re,-K, e,))
Remark 1: Examining the velocity tracking error
dynamics (15), it is observed that the derivative of the
leader’s control velocity, v,, , is required as a result of using

Re )+

JTw

ajd

v, in (12).

been used instead of v, in (12), the tracking error dynamics

If the measured velocity of the leader, v,, had

(15) would be dependent on y, which are considered to be

unknown by the follower j in this work. In the following
development, a NN is introduced to learn the unknown
quantities of (15); however, to effectively approximate the
leader’s dynamics, v,, terms like the leader’s control thrust
and rotational torques would be required to be
communicated to each follower in addition to the leader’s
measured linear and angular velocities so that the terms
could be included in the NN input of the follower.

Moving on, the velocity Vi is directly controllable with

the thrust in order to control the

translational velocities v ixb and Vi the pitch and roll must

input.  However,

be controlled, respectively, thus redirecting the thrust. Thus,
we now seek to find expressions for the desired pitch, 6>

and roll, ¢,.

maximum desired pitch and roll angles to be tracked by the
follower UAV.

To accomplish these design objectives, we first define the
scaled desired orientation vector, 7} [ ¢, a Vi i

Where H - ﬂ-ejd /(zgd de > ¢7jd = ¢jd /(2¢dmax) s Where
€(0,7/2) and ¢, e(0,7/2) are design constants

Moreover, it is desirable to specify the

d max
used to specify the maximum desired roll and pitch,
respectively. Next, we rewrite translational rotation matrix
(2) in terms of 0, and define R,=R/(0,).

Then, add and subtract G(R. ) m; and RJZ A, with

A, =Rv,—-Rl;s,B..+K, Re, —K, e, to(l5)toyield

éjv :_S(a) )e G(R]d)/m +R (A +f;,]1(xcjl)) (16)
/m ~-K Re, -7

where

Jon(Xg) = Ry, (G(R_,.d)/ m; —G(R,)/m, +R; (Aj)_Rde (A./ ))
[K JRie, —N,(v)/m, +R,TR,.S(@.)VMJ (17)
+RIK,, (1=K e,

i1s an unknown function which can be rewritten as

f‘jcl (xjcl) = [fjcll f‘jell fjcl}]T € ER3' In the forthcoming

development, the approximation properties of NN will be

utilized to estimate the unknown function f/_d(xjc]) by

bounded ideal weights W;I,V; , such that HW/‘“HF <W,,. for

an  unknown and  written  as

f]cl(xjcl) clo-( Jjel jcl)+gjc1

bounded NN approximation error where &,,.,is a known

constant WM

cl?

where £ S €y 18 the

constant. ~ The NN estimate of fja is written as
T T
/cl /clo-( Jjel jl,l) /cl le [ jC]l /cl jl,] /cl I/Vjclfao-jcl]
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i=12,3is the
NN

where I/f/jfl is the NN estimate of 7, wr

jeli»

«th 2T . .
i row of Wi ,and X oy 18 the input

7 7 T T T T T . . T T T T 1T
Xa :[1 ®j ®[ @ Aj Via Via Via Via Wia Via @ V; €, ejp] .
Next, the virtual control inputs gj ., and ¢, 1€ identified to

control to control the translational velocities v, andv

respectively. The key step in the development is identifying
the desired closed loop velocity tracking error dynamics.
For convenience, the desired translational velocity closed
loop system is selected as

é,=-S(w)e, —~K,e, ~7,-K,Re, (18)
where K =diag{k,, cos(0,,).k,,cos(p,), k,;} 15 a
diagonal positive definite design matrix with eachk >0,
i=1,23, and Tt = Ti /mj. In the following development, it
will be shown that 9, e(-z/2,7/2), ¢, e(~x/2 7/2); therefore, it
is clear thatK >0. Then, equating (16) and (18) while

considering only the first two velocity error states reveals

-85z ¢z k1€
0jd 9id" jv1€ jvx
_g{]}{]kj J } (19)
CojaSgid | | Cgia’ jv2€jvy
Cjd “vjd
Sa]dsgldcwd —ngdSWd

CgjaSyjd ~5id y
S@-dsgfdswd +Cg$jdcl/0'd Sg;jdcgjd
~ T O
[Aj+Sfijenn Ajpp+Sficz A+ Sl = 0
where A=A, A, AjS]Twas utilized. Then, applying

basic math operations, the first line of (19) can be rewritten
as

gia Cyia (A j1+ fier) + 80N jo + fra2) +kje) =

s@d(Aj3+fjcl3_g)’ (20)
Similarly, the second line of (19) can be rewritten as
Caia Cyia (A j2 + [je1n) = Syja (A ji + fienn) + Kk joe ) Q1)

&Cgja ~ Sgja Cyid (Ajl + fjcll)
=S
P = sgiaSyia (A 2 + fe12) = g (A j3+ fers)

Next, (20) is solved for the desired pitch 0}. , While (21)

can be solved for the desired rollg,,. Using the NN

estimates, fq.l , the desired pitch 6’/. , can be written as

0, =20,, /matan(N,, /Dy, )
where

Nga =cyja(Aj1 + fjcn) +5ya (A jp + f_jclz) +k e, and
qu = Aj3 +fjc13 -g. the desired roll
angle, ¢j . » 18 found to be

b1 = (2P /m)atan( N, /Dy, )
where

Nga =cyia (A jp J"J}jc12)_sw'd(Ajl +fj011)+kjv2ejvy
and

(22)

Similarly,

(23)

Dyja = 8¢y = 55aya M j1 + L jer) =S gigSya (N jo + [e12)
—Cgia(Nj3+ fie13) -
Remark 2: The expressions for the desired pitch and roll

in (22) and (23) will always produce desired values in the
stable operation regions of the UAV sincea tan(e)

t7/2 as its Thus,

introducing the scaling factors in 0,4 and b results in
efd e(_emaxﬂ Hma

of the UAVs maneuvers can be managed. Further, if the un-
scaled desired orientation vector were used in the
development of (16), the maximum desired pitch and roll
would still remain within the stable operating regions.

Now that the desired orientation has been found, next
define the attitude tracking error as
€e=0,-0,eE"

where dynamics are found using (4) to be o= ®,- s~ T0,.

approaches argument increases.

X

) and By E (e Bra)> and the aggressiveness

(24)

In order to drive the orientation errors (24) to zero, the
desired angular velocity, @, , is selected as

-1,
a)]d :TJ (®jd +K]®€]@) (25)
where K o = diag{k o, k 0y, k03} € R is a diagonal
matrix of positive design constants.
velocity tracking error as

€,=0, =0

Define the angular

(26)
and observing 0, =0, =€, the closed loop orientation
tracking error system can be written as

e 27)

Examining (25), calculation of the desired angular

jo = Kie€o tT;e,

velocity requires knowledge ofé)jd; however, @j. ,1s not

known in view of the fact Aj and fjcl are not available.

Further, development of U in the following section will

reveal @y is required which in turn implies Aj alnd]'éjc1 must
be known. Since these requirements are not practical, the
universal approximation property of NN is invoked to
estimate  , and @, [1].

To begin the NN virtual control development, we

rearrange (25) to observe the dynamics of the ideal virtual
controller to be

®jd = Tj(a)jd —ijlKj@eJ@) (28)
@i =T7' (04 +K0¢10)+T; (0 4 +K joéjo)

For convenience, we define a change of variable as
Q,=0,- Tj‘1 K o€0 and the dynamics (28) become
de = T;l@jd + T;l@jd = ij(ij) = fjn

Defining the estimates of @ ,andQ ,to be @j_ , andf)j ”

(29)
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respectively, and the estimation error @)j =0, - (:)/, . the
dynamics of the proposed NN virtual control inputs become
O =T Q) +K 0

de = f/m(’e/(z) + K/m T;l@jd
where K al and K

(30)

are positive constants. The estimate

jQ2

10} id is then written as

@y =Qu+T 'K g0+ KosT,'0, 31
where K o5 is another positive constant. Observing

(32)
subtracting (30) from (29), as well as adding and subtracting
TjT@j , and K . T'j’léj ,» the virtual controller estimation

~ A A 13
Oy =0, =@, =Q, —K;;T70,,

error dynamics are found to be
@jd = Tjg)jd _(K_/Ql _K_/m )@/d (33)
de = f/m (ij) _f/m (')ejQ) _K/'QZT;IG)M - T/'TG)jd + K/Q37.71®jd
where £, (x)0) = fio + T/ 0,y =K, 7;'0,,  is an
unknown function.

In (30), universal approximation property of NN has been
utilized to estimate the unknown function S (X,0) by

bounded ideal weights I/I/],Q,ij2 such that HW/QHF <w,,fora

known constant and written as

WMQ s
T T .

fria(x0)= W]_Qo-(VjijQ )+ £, Whereg  is the bounded

NN approximation error such that ngQH <éqgy for a known

constantg,,, . The NN estimate of ij 1S written as

N 7 T T & T A T
Jia(Fj0)=fio = Wjﬂo-(VjijQ ) =W o6 o Where I, is the
NN estimate of W},g and X0 is the NN input written in terms

of the virtual control estimates, desired trajectory, and the
UAYV velocity. The NN input is chosen to take the form of

o =[LA, O, Qv o]
Next, differentiating (32), using (33) as well as adding
and subtracting W/g Ga reveals
By =K 38y + [ (30) =T/ O,
- T/-_l (ij - KA/m (ij - KA/m ))@(/‘d + 5/9
Whereﬁjd = de - de ’J7j9 = ng&jg’ W}z = Wj; - ng 4

_ T~ =~ _ A
fjg =&+ Won-jQ , and G0=0,0-04q- Furthermore,

Hg}QH <&, With & =g, +2W, /N, a computable
constant with N, the constant number of hidden layer

neurons in the wvirtual control NN and the
faCtHO',-QH </N, was used. Examination of (33) and (34)

(34

reveals @}; . =0,0,=0, and J};-g =0to be equilibrium

points of the estimation error dynamics when H‘ffﬂ H =0.

To this point, the desired translational velocity for
follower j has been identified to ensure the leader-follower
objective (8) is achieved. Then, the desired pitch and roll

—> V.

to drive v

were derived Vb - Viax and Vv .

Jyb
respectively. Then, the desired angular velocity was found
to ensure®, > @, - What remains is to identify the UAV

thrust to guarantee Vi = Vi and rotational torque vector to
ensure , — @, - First, the thrust is derived.

Consider again the translational velocity tracking error
dynamics (16), as well as the desired velocity tracking error
dynamics (18). Equating (16) and (18) and manipulating the
third error state, the required thrust is found to be
+S¢7jdswjd)(Aj1 + fa)tmk, e+  (35)

= ml.(c—. S5..C,

u #jd” 6jd " vjd

J1 J 7 jvzvi3

mjc@_dcﬁgjd(Aj3 +fias —g)+mj (c;sjds@dsw —s(;jdcw.dXAj2 +fia2)

where J}jcl is the NN estimate in (17) previously defined.

Substituting the desired pitch (22), roll (23), and the thrust
(35) into the translational velocity tracking error dynamics
(16) yields

. T 17T

€, = _Kjvejv + Rdejclo-jcl - ijRieiv + é:jcl > (36)
. T _ ~ A

with §jc1 = Rjdgjc ~Tiar> chl = chl - chl and, é:jclH Sé:Mcl

for ~a computable constant & =R &, +7),/m,.

Additionally, in the formulation of (36), the expressions for
the desired pitch and roll (22) and (23), respectively, were
first written in the form of (20) and (21), so that sine and
cosine of the angles could be substituted as opposed to
substituting the arctangent expressions directly into the sine
or cosine function.

Next, the rotational torque vector, Upys will be addressed.

First, multiply the angular velocity tracking error (26) by the
constant inertial matrix,}j_, take the first derivative with

respect to time, add and subtract TJ.T €o> and substitute the
UAYV dynamics (1) to reveal

S8, = i (Xje0) =15 _TjTejG) “Tia @7
With £ (¥ 0) = J ;@0 = S(J,0,)0 =N ;5 (@,) + T} ¢,

Examining f (X2 it is clear that the function is

je2

nonlinear and contains unknown terms; therefore, the
universal approximation property of NN is utilized to
estimate the function fia(X02) by bounded ideal

weights /[, V77 such  that HWMHF <W,,,for a known
constant J¥, , and written as f,(x,,) =W ,0(V/1,X,)+&,,
where & is the bounded NN functional reconstruction error
such thatngczH <&y for a known constantg,,, . The NN
estimate of [, is given by 7 (&.,)=W o0V ],%,,)=

T A T : T
W/'CZGjCZ where chz is the NN estimate of chz and
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=00 f)_jr.d (:)}; dT ejo]" is the input to the NN written
By the
cf). is not directly

in terms of the virtual controller estimates.
construction of the virtual controller,

available; therefore, observing (31), the terms Q s G)j .
and e]T@ have been included instead.

Next, using the desired angular velocity (31), we define

the estimated angular velocity tracking error as
“jw Now, using the NN estimate fjc2 and ¢ .
the rotational torque control input is written as

2:ij2+K e

jo= jo’

:a)jd—a)j.

(3%)

and substituting the control input (38) into the angular
velocity dynamics (37) reveals

ew:ijQ fjcz

T A
Now, adding and subtracting W6,

Tj.Teje ~Tip (39)

jo /(u
and observing
ej(u = ej

J.e

i€jo =

-@. PE the closed loop dynamics (39) become

—T.Te/@—i-(f,

je2

-K e, +Wc2a +K,,0, (40)

jo~ jo

T
WjLz pV](‘Z 2 éjc2

gmH <¢,., for a computable

je2

T
where 7!, 0 + W, — T,y and

G2 =000~ chZ . Further,

constant & =g, +2W,, NN, + T, where N, 18

number of hidden layer neurons.
As a final step, we define the augmented variables

the

ép=lel, &1, W.=W,0,0W,] and
G, = [o“-de O"-f( ,1". In the following theorem, the stability

of the follower j is shown while consideringe, =0. In

other words, the position, orientation, and velocity tracking
errors are considered along with the estimation errors of the
virtual controller and the NN weight estimation errors of
each NN for follower j while ignoring the interconnection
errors between the leader and its followers. This assumption
will be relaxed later.

Theorem 1: (Follower UAV System Stability) Given the
dynamic system of follower j in the form of (1), let the
desired translational velocity for follower j to track be
defined by (12) with the desired pitch and roll defined by
(22) and (23), respectively. Let the NN virtual controller be
defined by (30) and (31), respectively, with the NN update
law given by

Wi = Fo6 00 —KoF ol g

jQ JjQ

(41)
where Fgo= F/g > (Qand Ko >0are design parameters. Let

the dynamic NN controller for follower j be defined by (35)
and (38), respectively, with the NN update given by

Wj( = F/'c &j( (Aid é j ) K_]c Fj( W_}c (42)
where iy =[R;y 035055 5] € e®R™, and F.=F /g >0
Then there

and K, >0 are constant design parameters.

K and

JjQ2° /!13 ’

K,.K,

JjO> TR jve

exists positive design constants ij,

positive definite design matrices K, ,K ,» such

that the virtual controller estimation errors @’; . (7)/. , and the
the
position, orientation, and translational and angular velocity

tracking errors, e, respectively, and the

virtual control NN weight estimation errors,WjQ,

e.

jo?

€,0:€ >

controller NN weight estimation errors, VIN//,C, are all semi-
globally uniformly ultimately bounded (SGUUB).

Proof:  Consider the following positive definite
Lyapunov candidate

V=KV o +V s

where K 2

(43)
.. 18 the maximum singular value of K, ,and

[
it @ Byt Etr{WjﬂFmW }

_1~T~

V.iﬂ 2 _id®

y ol

1 1 1 1 r
e 2e/pe/p+ eloeot=ele, +-e Je, +2tr{WF W}

2 JjO~ jO 2 vy 2 Jjo Jjeo je
whose first derivative with respect to time is given by
V —KX vV +V . Considering first, ng and substituting

JjoMax" jQ
the closed loop virtual control estimation error dynamics
(33) and (34) as well as the NN tuning law (41), yields

R L s (A
2N, 3N, 3 JH‘T’ 5
2k K 2K e )

joMax
: K jvMin

3

2
K j@Max
- K jQ3
2 K

(44)

jQ
2

- K _ 3R e e

JjpMin 4K jp

JjvMin

K

JjoMin

3 3
where ;=1 /4+K;, jamadlia> Mja = K/QWMQ + §QM/(2K/Q3)

2

-K

2

jouin ||€ jo w

2

2
jellp T77,

jo

and 77‘/'0 = 3K/LWL§M + 3§Mcl /Kijin + 3§M02 /KjaMin . Flnally’
(44) is less than zero provided
Ko > Kooy +No /Ko K> 2N, 3N§ L3
K/'Q 2K K JjeoMax ZK,/a)Mm
/pMm > 3R/%’[ax/(4K]lMlﬂ) (45)
and the following inequalities hold:
7, (46)
Ha)/d
K’ o No 3N, 3
Jodes 2 K‘ jQ 4K K /ZluMm 4K JjoMin
m; pe 4n
o > e ——srar ) ol > e
/pMm Max ( Jvi Min) JjoMax /Q
n; 3n; = 31,
or Heng > or ‘ejv > X or HWjC I
JjOMin JvMin K
3n. ~ )
or |e,,|> T or H®jdH >\/ 5 7
K oriin K oviax (ij —Ko; —Ng /KjQ)

Therefore, it can be concluded using standard extensions of
Lyapunov theory [9] that V,- is less than zero outside of a

compact set, revealing the virtual controller estimation
errors, C:)‘; . ,5}, ,» and the NN weight estimation errors, I/IN/jQ,
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the position, orientation, and translational and angular

velocity tracking errors, ¢. ,e ..e. ,e. , respectively, and

ip> i@ = v jo

the dynamic controller NN weight estimation errors, I/IN/jC , are
all SGUUB.

B. Formation Leader Control Law

The dynamics and kinematics for the formation leader are
defined similarly to (1) and (4), respectively. In our
previous work [1], an output feedback control law for a
single quadrotor UAV was designed to ensure the robot

tracks a desired path, p,, =[x,,7,,z,] »and desired yaw
angle,y . Using the design methods described in this work

as well as in [1], a state feedback control law for the
formation leader can be derived which ensures the leader’s
error systems are SGUUB.

Next, the stability of the formation consisting of 1 leader
and N followers is considered in the following theorem
while considering the interconnection errors between the
leader and its followers.

C. Quadrotor UAV Formation Stability

Before proceeding, it is convenient to define the
following augmented error systems consisting of the
position and translational velocity tracking errors of leader i

and N follower UAVs as
_r.T T T T 3(N+1)
e, =[e, ejp‘jzl ....ejp‘j:N] eR
_ T T T T 3(N+1)
e, =|e, e, j:l""efv j:N] eR .

Next, the transformation matrix (2) is augmented as
— A7 3(N+1)x3(N+1)
R, = dzag{Rl.,R_/.‘j:l,..., R/";:N} eR

while the NN weights for the translational velocity error
system are augmented as

o 7 T T T R VNjer+Nicr)
W, = dlag{VVid’VVjcl /,ZI""’VVjul /,:N} eR

A _ AT AT AT T (NN +Nie1)
O-cl - [O-icl ajcl =1 EAR O-jcl j:N] € ER

Now, using the augmented variables above, the augmented
closed loop position and translational velocity error
dynamics for the entire formation are written as
e,=-K,e,+(I-G)R; e,

P TT A
e, = _Kvev +AdFVVclo-c‘l _KpGFRFev +§c

where 4, = diag{A,,, Ajd‘ ""’Afd‘j:N} with 4, defined

J=1

similarly to A, in terms of @, cfc is an appropriately

defined ~vector consisting of &.;,&., JETI
K, = diag{K,.p,K_,p\/:1,...,K_,p\/:N}
K, =diag{K, K, j:1""’Kf" j:N},

G, is a constant matrix relating to the formation

interconnection errors defined as
GF :[0 O’ FT O]EERNHXNH

and F, e R™"is dependent on the specific formation

topology. For instance, in a string formation where each
follower follows the UAYV directly in front of it, follower /
tracks leader i, follower 2 tracks follower I, etc.,
and F; becomes the identity matrix.

Theorem 2: (UAV Formation Stability) Given the leader-
follower criterion of (8) with 1 leader and N followers, let
the hypotheses of Theorem 1 hold. Let the virtual control
system for the leader i be defined similarly to (30) and (31)
with the virtual control NN update law defined similarly to
(41). Let the control velocity, desire pitch and roll long with
the thrust and rotation torque vector for the leader be given
by [1] using state feedback, and let the control NN update
law be defined identically to (42). Then, the position,
orientation, and velocity tracking errors as well as the virtual
control estimation errors for the entire formation are all
SGUUB.

Proof: Proof of Theorem 2 is omitted whereas it follows
as in Theorem 1.

IV. CONCLUSIONS

A new framework for quadrotor UAV leader-follower
formation control was presented along with a novel NN
formation control law which allows each follower to track
its leader without the knowledge of dynamics. All six DOF
are successfully tracked using only four control inputs while
in the presence of unmodeled dynamics and bounded
disturbances. Lyapunov analysis guarantees SGUUB of the
entire formation, and numerical results, although not shown,
confirm the theoretical conjectures.
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