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Abstract— The influence of neglected dynamics appearing
as multiplicative uncertainties on a closed-loop system with
input and output saturations is studied. Constructive conditions
based on (possibly linear) matrix inequalities, are provided in
order to compute the influence of these beforehand neglected
dynamics on both the estimate of the closed-loop system basin
of attraction and the performance. The case of practical interest
of neglected flexible modes and sensor dynamics is presented.

I. INTRODUCTION

A controller design process is usually based on reduced

models of the plant to be controlled. Such models can be

obtained by intentionally neglecting some fast dynamics

issued from sensors and actuators or some structural modes

whose natural frequencies lie outside the controller band-

width. However, it is hard to predict how these neglected

dynamics influence the closed-loop system.

In a linear context, many results are available, most of

which are based on µ-analysis [9]. In a nonlinear context,

a few results have been obtained. Let us cite [2] where

neglected dynamics issued from actuators were studied. In

[3] and [4] the robustification or the redesign of control

laws have been proposed to take into account the neglected

dynamics.

Another feature of practical importance resides in the fact

that most of physical control systems are subject to con-

straints in their domain of operation as amplitude and/or rate

limitations in both actuators and sensors [6]. If the controller

does not take into account these limits properly, undesired,

even catastrophic behaviors may occur (see for example [10],

[13]). Hence systems subject to saturating signals present

numerous challenges for stability and performance analysis

or the design of control laws [16].

The current paper analyzes the influence of neglected

dynamics on both the estimate of the region of stability

and the performance for a system subject to input and

output saturations. The beforehand neglected dynamics are

considered as multiplicative dynamics in the output of the

system. Note that these dynamics can include flexible modes

and sensor dynamics. To take into account these neglected

dynamics a similar framework as the one developed in [19]
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is used. Then, by exploiting suitable Lyapunov functions,

LMI-based conditions are proposed in order to quantify the

degradation of the region of stability and the degradation of

performance potentially induced by the beforehand neglected

dynamics. Moreover, considering that some parameters of the

neglected dynamics can be uncertain, admissible bounds on

the uncertainties allowing to preserve stability and perfor-

mance requirements are computed.

The paper is organized as follows. The addressed problem

is formally stated in section II. Section III is dedicated to

the main results of the paper, whereas computational issues

are discussed in section IV. A numerical example illustrating

the application of the approach for the case of a neglected

dynamics composed by one flexible mode and a sensor

dynamics is also presented. The paper ends with a conclusion

giving some perspectives.

Notation. For any vector x ∈ ℜn, x � 0 means that all

components of x denoted x(i) are non-negative. For two

vectors x,y ∈ℜn, the notation x � y means that x(i)−y(i) ≥ 0,

for all i = 1, ...,n. The elements of a matrix A ∈ ℜm×n

are denoted by A(i, j), i = 1, ...,m, j = 1, ...,n. A(i) denotes

the ith row of matrix A. For two symmetric matrices, A

and B, A > B (resp. A ≥ B ) means that A − B is pos-

itive definite (resp. positive semi-definite). A′ denotes the

transpose of A. Diag(x1; . . . ;xn) denotes the block-diagonal

matrix obtained from vectors or matrices x1, ...,xn. Identity

and null matrices are denoted respectively by I and 0.

Furthermore, in the case of partitioned symmetric matrices,

the symbol ⋆ denotes generically each of its symmetric

blocks. For v∈ ℜm, satv0
(v) : ℜm → ℜm denotes the classical

saturation function defined as (satv0
(v))(i) = satv0

(v(i)) =
sign(v(i))min(v0(i), |v(i)|), ∀i = 1, ...,m, where v0(i) > 0 de-

notes the ith magnitude bound.

II. PROBLEM STATEMENT

Consider the continuous-time system Σ consisting of a

plant with input and output saturations

Σ :







ẋ(t) = Ax(t)+ Bsatu0
(u(t))

y(t) = Cx(t)
z(t) = Czx(t)

(1)

where x∈ ℜn, u∈ℜm, y∈ℜp. z ∈ℜl is the regulated output.

A dynamic output feedback controller K described by

K :







ẋc(t) = Acxc(t)+ Bcuc(t)
+Ec(satu0

(yc(t))− yc(t))
yc(t) = Ccxc(t)+ Dcuc(t)

(2)

with xc ∈ ℜnc and uc ∈ ℜp has been designed by considering

the connection with (1) taking uc = saty0
(y) and u = yc (see,
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for example [11]). All the matrices present in (1) and (2) are

constant and have appropriate dimensions. The levels of the

saturation terms are given respectively by the componentwise

positive vectors u0 ∈ ℜm and y0 ∈ ℜp.

Consider that the controller design was made neglecting

some dynamics given by multiplicative uncertainties appear-

ing on the output of the system as follows:

Φ :

{

ẋ f s(t) = A f sx f s(t)+ B f sy(t)
y f s(t) = C f sx f s(t)

(3)

In this case, connection relating systems (1), (2) and (3) is

then: u = yc and uc = saty0
(y f s). Hence, the complete closed-

loop system reads:















































ẋ(t) = Ax(t)+ Bsatu0
(yc(t))

y(t) = Cx(t)
ẋc(t) = Acxc(t)+ Bcsaty0

(y f s(t))
+Ec(satu0

(yc(t))− yc(t))
yc(t) = Ccxc(t)+ Dcsaty0

(y f s(t))
ẋ f s(t) = A f sx f s(t)+ B f sy(t)
y f s(t) = C f sx f s(t)
z(t) = Czx(t)

(4)

and is depicted in Figure 1.

yc

u = satu0
(yc)

y

y f s

uc = saty0
(y f s)

z

Σ

K

Φ

−

Fig. 1. Closed-loop system with multiplicative neglected dynamics and
input/output saturations.

The basin of attraction of system (4), denoted Ba, is

defined as the set of all (x,xc,x f s) ∈ ℜn ×ℜnc ×ℜn f s such

that for (x(0),xc(0),x f s(0))∈Ba the corresponding trajectory

converges asymptotically to the origin. Note, however, that

the exact characterization of the basin of attraction is in

general not possible. Then it is important to obtain estimates

of this region. Regions of asymptotic stability can represent

such estimates. Furthermore, in some practical applications

one can be interested in ensuring the stability for a given set

of admissible initial conditions. This set can be seen as a

practical operation region for the system, or a region where

the states of the system can be brought by the action of

temporary disturbances.

In this work, we are first interested in evaluating the region

of stability of the complete closed-loop system (4). More-

over, we are also interested in characterizing the potential

degradation of the region of stability in particular directions

when the neglected dynamics are taken into account. That

can be used to measure the degradation of the closed-loop

stability region induced by the neglected modes. In this

context, the problem boils down to compare the sizes of

the stability regions associated to system (1)-(2) and to the

complete closed-loop system (4). Similarly, in presence of

neglected dynamics, the evaluation of the potential degrada-

tion on the performances measured from the upper bound on

the energy of the regulated output z.

The problem to be solved can then be summarized as

follows.

Problem 1: Given the neglected dynamics (3) and a direc-

tion of interest v ∈ ℜn+nc+n f s with v =
[

v̄′ 0
]

, v̄ ∈ ℜn+nc :

1) Region of stability. Characterize a region of stability

for the closed-loop system (4), as large as possible.

2) Stability degradation. Quantify the possible degrada-

tion of the region of stability in the direction v.

3) Performance degradation. Quantify the possible

degradation of the performance index.

Throughout the paper, Problem 1 will be addressed in two

cases: matrices A f s, B f s and C f s in (4) being known (nominal

case) or being affected by parameter uncertainty (uncertain

case).

III. MAIN RESULTS

Let us define the augmented state vector

ξ =
[

x′ x′c x′f s

]′
=

[

ξ̄′ x′f s

]′
∈ ℜn+nc+n f s

and two nonlinearities φy0
= saty0

(y f s(t))− y f s(t) and φu0
=

satu0
(yc(t))− yc(t):

φy0
= saty0

(C1ξ)−C1ξ
φu0

= satu0
(C2ξ+ D1φy0

)− (C2ξ+ D1φy0
)

with
C1 =

[

0 0 C f s

]

C2 =
[

0 Cc DcC f s

]

;D1 = Dc
(5)

These nonlinearities are nested decentralized dead-zone func-

tions since φu0
depends on φy0

. Hence, Lemma 1 in [17]

applies.

By using the augmented state ξ above defined, the closed-

loop system (4) can be written as:














ξ̇(t) = A1ξ(t)+ B1φy0
+ B2φu0

y f s(t) = C1ξ(t)
yc(t) = C2ξ(t)+ D1φy0

z(t) = C3ξ(t)

(6)

with

A1 =





A BCc BDcC f s

0 Ac BcC f s

B f sC 0 A f s





B1 =





BDc

Bc

0



 ;B2 =





B

Ec

0



 ;C3 =
[

Cz 0 0
]

(7)

Suppose that we know a region of stability for the closed-

loop without taking into account the neglected dynamics (3),

i.e. for system (1)-(2), characterized as follows:

E(W ) = {ξ̄ ∈ ℜn+nc ; ξ̄′W−1ξ̄ ≤ 1}

1226



where W =W ′
> 0, W ∈ℜ(n+nc)×(n+nc). We also suppose that

the direction of interest v̄∈ℜn+nc belongs to the boundary of

E(W ), i.e. v̄′W−1v̄ = 1. Moreover, for any initial condition in

E(W ), the energy of the regulated output z of system (1)-(2)

satisfies:

Z ∞

0
z(t)′z(t)dt ≤ γ (8)

A. Nominal Case

Suppose that matrices A f s, B f s and C f s of the neglected

dynamics are perfectly known.

Proposition 1: Given v̄ ∈ ℜn+nc and γ > 0 characterizing

the region of stability and the performance of system (1)-

(2). If there exist a symmetric positive definite matrix Q ∈
ℜ(n+nc+n f s)×(n+nc+n f s), two diagonal positive definite matri-

ces S1 ∈ℜp×p, S2 ∈ℜm×m, two matrices, Y1 ∈ℜp×(n+nc+n f s),

Y2 ∈ ℜm×(n+nc+n f s), and two positive scalars β and δ satis-

fying:

M0 =









QA′
1 + A1Q B1S1 −QC′

1 +Y ′
1

⋆ −2S1

⋆ ⋆

⋆ ⋆

B2S2 −QC′
2 +Y ′

2 QC′
3

−S1D′
1 0

−2S2 0

⋆ −γβI









< 0

(9)

[

Q Y ′
1(i)

⋆ y2
0(i)

]

≥ 0, i = 1, ..., p (10)

[

Q Y ′
2(i)

⋆ u2
0(i)

]

≥ 0, i = 1, ...,m (11)

[

1 δ
[

v̄′ 0
]

⋆ Q

]

> 0 (12)

then:

1) System (6) is asymptotically stable for all initial con-

ditions in the set

E(Q) = {ξ ∈ ℜn+nc+n f s ;ξ′Q−1ξ ≤ 1} (13)

2) The degradation of the size of the region of stability in

the direction v =
[

v̄′ 0
]′

can be measured via the

scalar δ.

3) The degradation of the performance can be measured

via the scalar β.

Proof: Relations (9), (10) and (11) are obtained by con-

sidering the quadratic Lyapunov function V (ξ) = ξ′Q−1ξ and

by invoking similar arguments like in [17] with respect to the

complete closed-loop system (6). Indeed their satisfaction al-

lows to guarantee that one gets: V̇ (ξ)+ 1
βγz′z≤ V̇ (ξ)+ 1

βγ z′z−

2φ′y0
S−1

1 (φy0
− (Y1Q−1 − C1)ξ) − 2φ′u0

S−1
2 (φu0

− (Y2Q−1 −
C2)ξ+ D1φy0

) < 0, for any ξ ∈ E(Q). Hence item 1 readily

follows.

The satisfaction of relation (12) means that δ
[

v̄′ 0
]′
∈

E(Q). From this, given v̄ ∈ ℜn+nc, δ corresponds to a

measure of the size of the region of stability of the closed-

loop system in the direction of interest v̄ when x f s = 0.

Similarly, a measure of the degradation on the upper bound

of the regulated output energy with respect to (8) can be

given by the positive scalar β.

Remark 1: Note that since A f s, B f s, C f s and γ are given,

relations (9), (10), (11) and (12) are LMIs in the decision

variables.

Remark 2: The case where the original closed-loop sys-

tem (1)-(2) is globally asymptotically stable can also be

addressed. In this case, the region of stability of the closed-

loop system (1)-(2) is ℜn+nc . In this context, when adding

the neglected modes and studying the complete system (6),

two scenarios are possible:

1) the property of global asymptotic stability is preserved

and therefore one can measure the degradation of the

performance by searching Q, S1, S2 and β solutions of

relation (9) in which we set Y1 = 0 and Y2 = 0;

2) the property of global asymptotic stability is lost.

As previously, the degradation of the performance

is measured through the scalar β. The degrada-

tion of the region of stability in the directions

ξ̄ is directly measured by the size of the set
{

ξ̄ ∈ ℜn+nc ;
[

ξ̄′ 0
]

Q

[

ξ̄
0

]}

≤ 1 which will be

always included in the region of stability of the original

system (1)-(2).

B. Uncertain Case

Let us consider the presence of uncertainty on the matrices

A f s, B f s and C f s. At this aim, two ways to represent the

uncertainty are considered: norm-bounded and polytopic

representations. The reader can consult, for example [5], [7],

[8], [14], [15], for a description of these kinds of uncertainty.

The matrices of neglected dynamics (3) are then first defined

by:

A f s = A f s0 + G1FH1

B f s = B f s0 + G2FH2

C f s = C f s0 + G3FH3

(14)

with F ∈ ℜni×ni being the matrix containing all uncertain

parameters.

The closed-loop system (4) reads:















ξ̇(t) = (A1 + Ã1)ξ(t)+ B1φy0
+ B2φu0

y(t) = (C1 + C̃1)ξ(t)
yc(t) = (C2 + C̃2)ξ(t)+ D1φy0

z(t) = C3ξ(t)

(15)

with A1, B1, B2, C1, C2, C3 and D1 defined in (5) and (7)

and

Ã1 =

[

0(n+nc)×(n+nc) B01G3FH3

G2FH2C01 G1FH1

]

;

C̃1 =
[

0p×(n+nc) G3FH3

]

;

C̃2 =
[

0m×(n+nc) DcG3FH3

]

.
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with

B01 =

[

BDc

Bc

]

;C01 =
[

C 0
]

The following result gives a solution to Problem 1 for the

uncertain case.

Proposition 2: Consider v̄ ∈ ℜn+nc and γ > 0 characteriz-

ing the region of stability and the performance of system (1)-

(2). If there exist two diagonal positive definite matrices Q ∈
ℜ(n+nc+n f s)×(n+nc+n f s), S1 ∈ ℜp×p, S2 ∈ ℜm×m, two matrices

Y1 ∈ ℜp×(n+nc+n f s), Y2 ∈ ℜm×(n+nc+n f s), positive scalars β,

δ, ε and a diagonal matrix Θ ∈ ℜ3ni×3ni satisfying (10)-(12)

and





M0 εD E ′

⋆ −εI 0

⋆ ⋆ −Θ



 < 0 (16)

with M0 defined in (9)

E =









H2C01 0ni×n f s

0ni×(n+nc) H3

0ni×(n+nc) H1



Q 03ni×(p+m+l)





D =













0(n+nc)×ni
B01G3 0(n+nc)×ni

G2 0n f s×ni
G1

0p×ni
−G3 0p×ni

0m×ni
−DcG3 0m×ni

0l×ni
0l×ni

0l×ni













(17)

then:

1) System (15) is asymptotically stable in the set defined

in (13), for any uncertainty satisfying F ′F ≤ εΘ−1,

with F = diag(F ;F ;F).
2) The degradation of the size of the region of stability in

the direction v =
[

v̄′ 0
]′

can be measured via the

scalar δ.

3) The degradation of the performance can be measured

via the scalar β.

Proof: Consider A f s, B f s and C f s given by (14).

The stability of the uncertain system (15) is guaranteed if

inequality below is satisfied:

M0 +DF E +E ′F ′D ′
< 0 (18)

with E and D given in (17) and F = diag(F ;F ;F).
Using the fact that for ε > 0:

DF E +E ′F ′D ′ ≤ εDD ′ +
1

ε
E ′F ′F E

and imposing 1
εF

′F ≤ Θ−1, we have

M0 +DF E +E ′F ′D ′ ≤ M0 + εDD ′ +E ′Θ−1E

Then the satisfaction of (16) guarantees that (18) is ver-

ified. Similarly to Proposition 1, if relations (10)-(12) and

(16) are satisfied, items 1 and 2 readily follow.

In the polytopic uncertainty case, matrices A f s, B f s and

C f s are defined as :

A f s =
nv

∑
k=1

ηkA f sk , B f s =
nv

∑
k=1

ηkB f sk , C f s =
nv

∑
k=1

ηkC f sk (19)

where nv is the number of vertices of the uncertainty and η
belongs to the simplex

U =

{

η ∈ ℜnv : ηk ≥ 0,

nv

∑
k=1

ηk = 1,k = 1 . . .nv

}

Proposition 3: Given v̄ ∈ ℜ(n+nc) and γ > 0, if

there exist a symmetric positive definite matrix

Q ∈ ℜ(n+nc+n f s)×(n+nc+n f s), two diagonal positive

definite matrices S1 ∈ ℜp×p, S1 ∈ ℜm×m, two matrices

Y1 ∈ ℜp×(n+nc+n f s), Y2 ∈ ℜm×(n+nc+n f s), and two positive

scalars β and δ satisfying (10)-(12) and

M0k =









QA′
1k + A1kQ B1S1 −QC′

1k +Y ′
1

⋆ −2S1

⋆ ⋆

⋆ ⋆

B2S2 −QC′
2k +Y ′

2 QC′
3

−S1D′
1 0

−2S2 0

⋆ −γβI









< 0

, k = 1, . . . ,nr

with

A1k =





A BCc BDcC f sk

0 Ac BcC f sk

B f skC 0 A f sk





C1k =
[

0 0 C f sk

]

C2k =
[

0 Cc DcC f sk

]

Then points 1, 2 and 3 in Proposition 1 are satisfied for

the uncertain system defined by (19).

Remark 3: Propositions 1, 2 and 3 use a modified sector

condition, which encompasses the classical one and allows

to reduce the conservatism [18]. Other representations for the

saturation terms coud also be used, in particular those based

on differential inclusions framework [1], [12]. However,

modifying relations (9) and (16) to account for such a

representation increases the numerical complexity, leading

to 2m inequalities instead of one. When associated with the

polytopic uncertain case (Proposition 3) such relations induce

a number of LMIs given by 2(m+k) .

IV. COMPUTATIONAL AND NUMERICAL ISSUES

Based on Proposition 1, a way to compute the degradation

of the region of stability in the directions of v̄ ∈ ℜn+nc

consists in maximizing δ. Similarly, a way to quantify the

degradation of the upper bound on the regulated output

energy with respect to (8) can be done by minimizing β.

Similarly, in the uncertain case, Proposition 2 can be

used to compute the maximal upper bound on the matrix

of admissible uncertainty F . To this purpose, a way consists

in maximizing ε and in minimizing the elements of Θ simul-

taneously imposing lower bounds for degradation indices β
and δ.
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A. Neglected Sensor and Flexible Modes

In this section we treat the particular neglected dynamics

composed by one flexible mode and a first-order mode

corresponding to a sensor dynamics. This case is of practical

interest because the fast dynamics of sensors and flexible

dynamics whose natural frequency ω is expected to lie

outside the controller bandwidth are usually neglected for

control design purposes. For such dynamics, the transfer

function between the true output y and the measured output

y f s is then given by

F(s) =
1
τ

s+ 1
τ

[

ω2(1−d)
s2+2ζωs+ω2 + d

]

(20)

A minimal state-space representation (3) of F(s) is ob-

tained as follows:

A f s =





− 1
τ

1−d
τ 0

0 0 ω
0 −ω −2ζω



 (21)

B f s =





d
τ
0

ω



 ; C f s =
[

1 0 0
]

(22)

Remark 4: Interestingly, the matrices of the above state-

space representation linearly depend on the natural frequency

ω. Moreover, this property still holds in the case of multiple

flexible modes possibly affecting several outputs.

One important feature in practical applications is the

robustness of the controller against parametric uncertainties

which usually affect the natural frequency of the flexible

modes [9]. If uncertainty on the natural frequency is sup-

posed in the form ω = ω0 + ∆ω, where ω0 corresponds to

the nominal case, relation (14) is then defined by:

F = ∆ωI3 (23)

G1 =





0 0 0

0 0 1

0 −1 −2ζ



 ; G2 = I3; G3 = 0 (24)

H1 = H3 = I3; H2 =





0

0

1



 (25)

Taking Θ = θI3 if conditions of Proposition 2 are satisfied,

then the resulting system (15) is asymptotically stable in the

set defined in (13), for any value of ω ∈ [ω0 −∆ω, ω0 + ∆ω]

with ∆ω ≤
√

ε
θ .

Example 1

Consider the plant (1) and the controller (2) defined by

matrices

A =

[

−1 0.3

0 0.5

]

;B =

[

0.5

−10

]

;C =
[

0.4 0.8
]

;

Ac =

[

−4 1

0 −8

]

;Bc =

[

−1

−0.5

]

;Cc =
[

0.18 −1.2
]

;

Dc = 0.6;Ec =

[

0.1

0.2

]

;Cz =
[

1 0
]

(26)

and the saturation limits u0 = 0.1 and y0 = 0.5.

Trying to optimize the ERA in the direction of e1 =
[

1 0 0 0
]

, the following matrix W and performance

index γ were obtained for the nominal system:

W =









12.9716 −2.8115 −14.2349 −1.7409

−2.8115 2.1497 2.4734 0.2443

−14.2349 2.4734 83.5134 15.4261

−1.7409 0.2443 15.4261 3.3359









γ = 49.8825

and the v̄′ =
[

2.6273 0 0 0
]

is included in the region

of attraction.

Considering a flexible dynamics with ω1 = 20, ζ = 0.1,

d = 0.6 and a sensor dynamics with τ = 0.001, from expres-

sions (21)-(22), system (3) is described by:

A f s =





−1000 400 0

0 0 20

0 −20 −4



 (27)

and

B f s =





600

0

20



 ;C f s =
[

1 0 0
]

(28)

By imposing β = 1 (no degradation on the performance)

and by using the conditions of Proposition 1 in order to

maximize δ, one obtains

δ = 0.9360

Figures 2 and 3 present respectively input and output time-

responses for systems (1)-(2) and (6) with initial states ξ̄0 =
[

2.4 0 0 0
]′

and ξ0 =
[

ξ̄′0 0 0 0
]′

belonging to

the ERA. Dark solid lines correspond to the system (1)-(2)

while dashed ones show the response taking into account the

flexible dynamics defined by (27)-(28). Notice that the input

u saturates on the time interval from 0s to 5s while output

signal y saturates from 0s to 3s.

Let us now consider the uncertainty on the natural fre-

quency defining matrices F , Gi, Hi, i = 1,2,3 as in (23)-(25).

By imposing β = 1 and δ > 0.7 and by using the conditions

of Proposition 2 in order to maximize the admissible upper

bound on the uncertainty, one obtains:

∆ω1 = 0.5672

Example 2
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Fig. 2. System input considering the model and admissible neglected
dynamics.
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−0.25
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t
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Fig. 3. Output and measured (saturated) output signal.

Consider system (1)-(2) defined with the same data as in

Example 1. Now we consider that the uncertainty affecting

the neglected dynamics (21)-(22) is of polytopic type. Hence,

the admissible interval on the natural frequency is ω1 ∈
[16,24], furthermore the other parameters are given by ζ =
0.1, τ = 0.001 and d = 0.6.

By imposing β = 1, and a lower bound δ > 0.7 and by

using the conditions of Proposition 3 trying to maximize δ,

one obtains δ = 0.8571.

V. CONCLUSION

This paper presents a framework for the analysis of the

influence of neglected dynamics on a closed-loop system

with input and output saturations. Such dynamics appear in

a multiplicative form at the output of the system. The main

result allows to characterize the influence on the size of the

region of stability and on a performance index of the original

system. The proposed conditions are based on quadratic

Lyapunov functions and modified sector conditions. The

extension to the case where uncertainties affect the matrices

of the neglected dynamics are also provided. Then, the

current paper can be viewed as complementary to [19] in

which the influence of additive neglected dynamics was

studied. It is important to note that the proposed results

are based on a particular idea regarding the structure of

the uncertainty affecting the closed-loop system, namely

multiplicative neglected dynamics. In this sense, these results

are preliminary ones. The objective in a next future could

be to study how much modify them in order to cope with

other kind of neglected dynamics, i.e. when no structure is

a priory given. Such a work is under investigation, with also

the objective to unify the current results with those of [19].
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