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#### Abstract

This paper presents a general complex switched network (CSN) model that contains switching behaviors in both its nodes and topology configuration. Stabilization of such directed time-varying CSNs with two types of delays is investigated. The two types of delays consist of the system delay at each node and the coupling time-delay between nodes. Based on the Lyapunov stability theory, delay independent stabilizing conditions for CSNs with both types of delays are obtained via impulsive control. A numerical example is provided for illustration.


## I. Introduction

N recent years, complex networks (CNs) have attracted rapidly increasing attention in the scientific community, largely due to the ubiquity of CNs in sciences and societies [1, 2]. A number of important issues such as the stability, synchronization and spread mechanism of complex networks have been the subjects of extensive research in the literature [3-14, 19-22]. Although there is a great deal of existing research on the stabilization of CNs with either identical coupling delays [7-10] or heterogeneous coupling delays [11], relatively few results are available for the stabilization of complex switched networks (CSNs) with delays. In [12] the stabilization of the directed and undirected complex networks with identical coupled nodes was achieved under hybrid impulsive and switching control. Though the model in [12] contains no delay, the control framework presents a way to deal with complex networks with switching behaviors on nodes.

In fact, switching behaviors can exist not only on nodes (through their dynamical behavior), but can also occur on the network topology configuration, see, e.g., [13, 14, 23-26], in which the synchronization problems of CNs with switching

[^0]topologies were studied. In this paper, a general complex switched network (CSN) model is presented. The model is more general than those in the literatures in that it contains switching behaviors on both its nodes and topology configuration. This type of networks can be found in many evolutionary processes [12], such as bursting rhythm models in pathology, optimal control models in economics and so on. Stabilization of CSNs with both the system delay of each node and the coupling time-delay is investigated under impulsive control. For simplicity, the system delays of all nodes are assumed to be identical. Similarly, the coupling delays are also assumed to be identical.

It is worth noting that in the proposed control scheme of this paper, the impulse effects from the control can be applied not only at intervals coinciding with network mode switching, but also at intervals when there is no network switching. Based on the Lyapunov stability theory, delay independent stabilizing conditions for CSNs with both node and coupling delays are obtained under impulsive control. A numerical example is provided for illustration.

## II. Problem Formulation and Preliminaries

Consider a CSN with two types of delays. The CSN consists of $N$ non-identical coupled nodes and thus is described by

$$
\begin{align*}
& \dot{x}_{i}(t)=\sum_{s=1}^{\infty}\left[A_{i \sigma} x_{i}(t)+g_{i \sigma}\left(t, x_{i}\right)+B_{i \sigma} x_{i}\left(t-\tau_{1}\right)\right. \\
& \left.+\sum_{j=1}^{N} c_{i j}^{\sigma}(t) \Gamma(t) x_{j}\left(t-\tau_{2}\right)\right] l_{s}(t), \quad i=1,2 \cdots, N, \tag{1}
\end{align*}
$$

where $x_{i}(t)=\left(x_{i 1}, x_{i 2}, \cdots, x_{i n}\right)^{T} \in R^{n}$ is the state vector of node $i, t \geq t_{0} . A_{i \sigma}$ and $B_{i \sigma}$ are constant $n \times n$ matrices. $g_{i \sigma}: R_{+} \times R^{n} \rightarrow R^{n}$ is a nonlinear vector-valued function with $g_{i \sigma}(t, 0) \equiv 0$. The constants $\tau_{1}$ and $\tau_{2}$ are the system delay at each node and the coupling time-delay between nodes respectively, $\tau_{1}, \tau_{2}>0 . l_{s}(t)$ is the ladder function. $l_{s}(t)=1$ for $T_{s}<t \leq T_{s+1}$ with discontinuity points $T_{1}<T_{2} \cdots<T_{s} \cdots, \lim _{s \rightarrow \infty} T_{s}=\infty$, where $T_{1}>t_{0} s \in Z^{+} ;$ otherwise, $l_{s}(t)=0$. The switching signal
$\sigma:=\sigma(t): R^{+} \rightarrow P$, where $P=\{1, \cdots, m\}$ with constant $m$ being the total number of the modes, and $\sigma(t)=p \in P$ for $T_{s}<t \leq T_{s+1} . \Gamma(t)=\left(r_{i j}(t)\right)_{n \times n}: R^{+} \rightarrow R^{n \times n}$ is the inner-coupling matrix. If two coupled nodes are linked through their $i$ th and $j$ th state variables respectively,
$r_{i j}(t) \neq 0 \quad(1 \leq i, j \leq n)$, otherwise,
$r_{i j}(t)=0(1 \leq i, j \leq n) . C_{\sigma}(t)=\left(c_{i j}^{\sigma}(t)\right)_{N \times N}$ is the coupling configuration matrix. If there is a connection between node $i$ and node $j(i \neq j), c_{i j}^{\sigma}(t) \neq 0$; otherwise, $c_{i j}^{\sigma}(t)=0(i \neq j)$. The diagonal elements of matrix $C_{\sigma}(t)$ are defined as $c_{i i}^{\sigma}(t)=-\sum_{j=1, j \neq i}^{N} c_{i j}^{\sigma}(t), i=1, \cdots, N$. Notice that the switching matrices $\left(A_{i \sigma}, B_{i \sigma}, C_{\sigma}(t)\right)$ are allowed to take values in the finite set $\left\{\left(A_{i 1}, B_{i 1}, C_{1}(t)\right), \cdots\right.$, $\left.\left(A_{i m}, B_{i m}, C_{m}(t)\right)\right\}, i=1, \cdots, N$.

For the CSN (1), an impulsive controller $u$ is designed as follows:

$$
\begin{equation*}
u=\sum_{k=1}^{\infty} E_{k} x_{i}(t) \delta\left(t-t_{k}\right) \tag{2}
\end{equation*}
$$

where $E_{k}$ are $n \times n$ constant matrices, and $\delta\left(t-t_{k}\right)$ is the Dirac impulse function, with discontinuous points $t_{1}<t_{2}<\cdots<t_{k}<\cdots$, where $t_{1}>t_{0}$ and $\lim _{k \rightarrow \infty} t_{k}=\infty$.

Suppose that for any switching instant $T_{s}$, there exist two positive integers $k$ and $p$ such that $t_{k}=T_{s}<t_{k+1}<\cdots$ $<t_{k+p}=T_{s+1}$, where $t_{k}, \ldots, t_{k+p}$ are the impulsive instants.

From (1) and (2), the controlled CSN can be derived as:

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=A_{i \sigma} x_{i}+B_{i \sigma} x_{i}\left(t-\tau_{1}\right)+g_{i \sigma}\left(t, x_{i}\right) \\
+\sum_{j=1}^{N} c_{i j}^{\sigma}(t) \Gamma(t) x_{j}\left(t-\tau_{2}\right), \quad t \in\left(t_{k-1}, t_{k}\right], \\
\Delta x_{i}=x_{i}\left(t_{k}^{+}\right)-x\left(t_{k}\right)=E_{k} x_{i}, \quad t=t_{k}, \\
x_{i}\left(t_{0}^{+}\right)=x_{i 0}, \quad k=1,2,3, \cdots, i=1,2, \cdots, N .
\end{array}\right.
$$

It is worth noting that (3) is a general form of the networks studied in [7], [8], [12] and [13].

The following lemmas are needed in the subsequent discussion.

Lemma 1 [15]: If $X$ and $Y$ are real matrices with appropriate dimensions, there exists a constant $\varepsilon>0$ such that

$$
X^{T} Y+Y^{T} X \leq \varepsilon X^{T} X+\varepsilon^{-1} Y^{T} Y
$$

Lemma 2 [16]: If $P \in R^{n \times n}$ is a positive definite matrix, $Q \in R^{n \times n}$ is a symmetric matrix, then

$$
\begin{aligned}
\lambda_{\min }\left(P^{-1} Q\right) & x^{T} P x \leq x^{T} Q x \\
& \leq \lambda_{\max }\left(P^{-1} Q\right) x^{T} P x, x \in R^{n}
\end{aligned}
$$

where $\lambda_{\text {min }}(*)$ and $\lambda_{\text {max }}(*)$ are the minimum and maximum eigenvalues of $*$, respectively.

## III. Stabilization of the Directed CSN with Delays

In this section, sufficient stabilizing conditions for the CSN (3) are derived. The notations $P_{i \sigma}$ denote some
positive-definite matrices with $P_{i \sigma}=P_{i \sigma}^{T}$.
$\|x(t)\|_{2}^{2}=x_{1}^{2}(t)+\cdots x_{n}^{2}(t)$. Similar to references [16] and [17], the following assumptions are made for our result.

Assumption 1: For $t \geq t_{0}, x_{i} \in R^{n}, i=1,2, \cdots, N$, there exist continuous functions $\varphi_{i \sigma}(t) \geq 0$, such that

$$
g_{i \sigma}^{T}\left(t, x_{i}\right) P_{i \sigma} x_{i}(t) \leq \varphi_{i \sigma}(t) x_{i}^{T}(t) P_{i \sigma} x_{i}(t)
$$

Assumption 2: For $t \geq t_{0}$, there exist positive constants $\rho_{i}$ such that $\left\|x_{i}(t-\tau)\right\|^{2} \leq \rho_{i}\left\|x_{i}(t)\right\|^{2}, i=1, \cdots, N$, hold for $\tau=\tau_{1}$ and for $\tau=\tau_{2}$.
Remark 1: Though the constants $\rho_{i}, i=1, \cdots, N$, in
Assumption 2 need to be derived from the simulation in some cases, which might be restrictive for these cases in practice, this assumption is reasonable for many other systems, especially for those of which the bounds or the monotonies of states are known in advance.
Assumption 3: If the system states $x_{i}(t), i=1, \cdots, N$, are in the $\sigma$ mode of node $i$, the delayed system states $x_{i}(t-\tau)$ are in the $\sigma-\operatorname{mode}(\tau)$ mode of node $i$, where $[\sigma-\operatorname{mode}(\tau)]:=\sigma(t-\tau)$.

For convenience, define
$\mu_{i}=\frac{\min _{1 \leq \sigma \leq m}\left\{\lambda_{\min }\left(P_{i \sigma}\right)\right\}}{\rho_{i} \max _{1 \leq \sigma \leq m}\left\{\lambda_{\max }\left(P_{i\left(\sigma-\operatorname{mode}\left(\tau_{1}\right)\right)}\right)\right.}$,
$\mu=\min _{1 \leq i \leq N}\left(\mu_{i}\right)$,
$\rho=\frac{\max _{\substack{1 \leq \leq \leq N \\ 1 \leq \sigma \leq m}} \lambda_{\text {max }}\left(P_{i \sigma}\right)}{\min _{\substack{1 \leq i \leq N \\ 1 \leq \sigma \leq m}} \lambda_{\text {min }}\left(P_{i \sigma}\right)}$,

$$
\left.\begin{array}{l}
\eta_{k}=\lambda_{\max }\left[\left(I+E_{k}\right)^{T}\left(I+E_{k}\right)\right], k=1,2, \cdots, \\
\gamma(t)=\max _{\substack{1 \leq i \leq N \\
1 \leq \sigma \leq m}}\left\{\lambda _ { \operatorname { m a x } } \left[P _ { i \sigma } ^ { - 1 } \left(P_{i \sigma} A_{i \sigma}+A_{i \sigma}^{T} P_{i \sigma}+2 \varphi_{i \sigma}(t) P_{i \sigma}\right.\right.\right. \\
\\
\left.\left.\left.\quad+\varepsilon_{2}^{-1} I\right)\right]\right\}, \\
\theta=\varepsilon_{2} \max _{\substack{1 \leq i \leq N \\
1 \leq \sigma \leq m}}\left\{\lambda_{\max }\left[P_{i\left(\sigma-\operatorname{mode}\left(\tau_{1}\right)\right)}\left(B_{i \sigma}^{T} P_{i \sigma} P_{i \sigma} B_{i \sigma}\right)\right]\right\}, \tag{10}
\end{array}\right\}
$$

where $\xi_{l}>0$ and $\varepsilon_{l}>0, l=1,2$ are constants, and
$\hat{\gamma}(t)=\gamma(t)+(\theta+\vartheta(t)) \mu^{-1}$.
Theorem 1: Suppose that Assumptions 1-3 are satisfied and $\eta_{k} \geq 0$ holds, and there exist two positive integers $k$ and
$p$ such that $t_{k}=T_{s}<t_{k+1}<\cdots<t_{k+p}=T_{s+1}$.
i) If there exist two constants $\alpha, \beta$, satisfying $\beta \geq \alpha \geq 0$ and $\hat{\gamma}(t) \leq-\beta<0$, such that

$$
\begin{equation*}
\ln \left(\rho \eta_{k}\right)-\alpha\left(t_{k}-t_{k-1}\right) \leq 0, k=1,2, \cdots, \tag{12}
\end{equation*}
$$

then, the CSN (1) is globally exponentially stable under the control of (2).
i) If $\hat{\gamma}(t) \geq 0$ and there exists a constant $\alpha \geq 1$ such that

$$
\begin{equation*}
\ln \left(\alpha \rho \eta_{k}\right)+\int_{t_{k}}^{t_{k+1}} \hat{\gamma}(s) d s \leq 0, k=1,2, \cdots \tag{13}
\end{equation*}
$$

then, $\alpha=1$ implies that the $\operatorname{CSN}(1)$ is stable under the control of (2), and $\alpha>1$ implies that the $\operatorname{CSN}$ (1) is asymptotically stable under the control of (2).

Proof. Construct a Lyapunov candidate as

$$
\begin{equation*}
V(t)=\sum_{i=1}^{N} x_{i}^{T}(t) P_{i \sigma} x_{i}(t) . \tag{14}
\end{equation*}
$$

It is obviously that $P_{i \sigma}$ remains identical for $t \in\left(t_{k-1}, t_{k}\right]$, therefore, for any $t \in\left(t_{k-1}, t_{k}\right]$, the total derivative of $V(t)$ with respect to (3) is

$$
\begin{aligned}
& \dot{V}(t)=\sum_{i=1}^{N}\left\{\dot{x}_{i}^{T}(t) P_{i \sigma} x_{i}(t)+x_{i}^{T}(t) P_{i \sigma} \dot{x}_{i}(t)\right\} \\
&= \sum_{i=1}^{N}\left\{x_{i}^{T}(t)\left(P_{i \sigma} A_{i \sigma}+A_{i \sigma}^{T} P_{i \sigma}\right) x_{i}(t)\right. \\
&+2 x_{i}^{T}(t) P_{i \sigma} g_{i \sigma}\left(t, x_{i}\right)+x_{i}^{T}(t) P_{i \sigma} B_{i \sigma} x_{i}\left(t-\tau_{1}\right) \\
&+\sum_{j=1}^{N} c_{i j}^{\sigma}(t)\left[x_{i}^{T}(t) P_{i \sigma} \Gamma(t) x_{j}\left(t-\tau_{2}\right)\right. \\
&\left.\left.\quad+x_{i}^{T}\left(t-\tau_{1}\right) B_{i \sigma}^{T} P_{i \sigma} x_{i}(t)+x_{j}^{T}\left(t-\tau_{2}\right) \Gamma^{T}(t) P_{i \sigma} x_{i}(t)\right]\right\}
\end{aligned}
$$

According to Lemma 1 and Assumption 1, there exist two constants $\varepsilon_{1}, \varepsilon_{2}>0$ and continuous functions $\varphi_{i \sigma}(t) \geq 0$, such that

$$
\begin{aligned}
\dot{V} & \leq \sum_{i=1}^{N}\left\{x_{i}^{T}(t)\left(P_{i \sigma} A_{i \sigma}+A_{i \sigma}^{T} P_{i \sigma}+2 \varphi_{i \sigma}(t) P_{i \sigma}\right) x_{i}(t)\right. \\
& +\varepsilon_{2} x_{i}^{T}\left(t-\tau_{1}\right) B_{i \sigma}^{T} P_{i \sigma} P_{i \sigma} B_{i \sigma} x_{i}\left(t-\tau_{1}\right)+\varepsilon_{2}^{-1} x_{i}^{T}(t) x_{i}(t) \\
& +\sum_{j=1}^{N} \mid c_{i j}^{\sigma}(t)\left[\varepsilon_{1} x_{j}^{T}\left(t-\tau_{2}\right) x_{j}\left(t-\tau_{2}\right)\right. \\
& \left.\left.+\varepsilon_{1}^{-1} x_{i}^{T}(t) P_{i \sigma} \Gamma(t) \Gamma^{T}(t) P_{i \sigma} x_{i}(t)\right]\right\}
\end{aligned}
$$

For the directed CSN, since $\sum_{j=1}^{N} c_{i j}^{\sigma}(t)=0$, the following equations can be obtained:

$$
\begin{aligned}
& \sum_{i=1}^{N} \sum_{j=1}^{N} c_{i j}^{\sigma}(t) \varepsilon_{1}^{-1} x_{i}^{T}(t) P_{i \sigma}^{T} \Gamma(t) \Gamma^{T}(t) P_{i \sigma} x_{i}(t) \\
& \quad=\sum_{i=1}^{N}\left(\varepsilon_{1}^{-1} x_{i}^{T}(t) P_{i \sigma} \Gamma(t) \Gamma^{T}(t) P_{i \sigma} x_{i}(t)\right) \sum_{j=1}^{N} c_{i j}^{\sigma}(t)=0, \\
& \sum_{i=1}^{N} \sum_{j=1}^{N} c_{i j}^{\sigma}(t) \varepsilon_{1} x_{j}^{T}\left(t-\tau_{2}\right) x_{j}\left(t-\tau_{2}\right) \\
& \quad=\sum_{i=1}^{N} \sum_{j=1}^{N} c_{j i}^{\sigma}(t) \varepsilon_{1} x_{i}^{T}\left(t-\tau_{2}\right) x_{i}\left(t-\tau_{2}\right) .
\end{aligned}
$$

Therefore, from Lemma 2,

$$
\begin{aligned}
\dot{V} & \leq \sum_{i=1}^{N}\left\{x_{i}^{T}(t)\left(P_{i \sigma} A_{i \sigma}+A_{i \sigma}^{T} P_{i \sigma}+2 \varphi_{i \sigma}(t) P_{i \sigma}+\varepsilon_{2}^{-1} I\right)\right. \\
& \cdot x_{i}(t)+\varepsilon_{2} x_{i}^{T}\left(t-\tau_{1}\right) B_{i \sigma}^{T} P_{i \sigma} P_{i \sigma} B_{i \sigma} x_{i}\left(t-\tau_{1}\right) \\
& \left.+\sum_{j=1}^{N}\left|c_{j i}^{\sigma}(t)\right| \varepsilon_{1} x_{i}^{T}\left(t-\tau_{2}\right) x_{i}\left(t-\tau_{2}\right)\right\} \\
& \leq \gamma(t) V(t)+\theta V\left(t-\tau_{1}\right)+\vartheta(t) V\left(t-\tau_{2}\right)
\end{aligned}
$$

From Assumption 2,

$$
\begin{aligned}
& V(t) \geq \sum_{i=1}^{N} \lambda_{\min }\left(P_{i \sigma}\right) x_{i}^{T}(t) x_{i}(t) \\
& \geq \sum_{i=1}^{N} \mu_{i} \max _{1 \leq \sigma \leq m}\left\{\lambda_{\max }\left(P_{i\left(\sigma-\operatorname{mode}\left(\tau_{1}\right)\right)}\right)\right\} x_{i}^{T}\left(t-\tau_{1}\right) x_{i}\left(t-\tau_{1}\right) \\
& \geq \sum_{i=1}^{N} \mu_{i} x_{i}^{T}\left(t-\tau_{1}\right) P_{i\left(\sigma-\operatorname{mode}\left(\tau_{1}\right)\right)} x_{i}\left(t-\tau_{1}\right) \\
& \geq \mu V\left(t-\tau_{1}\right),
\end{aligned}
$$

where $\mu_{i}$ and $\mu$ are defined in (4) and (5) respectively.
Similarly, $V(t) \geq \mu V\left(t-\tau_{2}\right)$. Thus,
$\dot{V}(t) \leq\left[\gamma(t)+(\theta+\vartheta(t)) \mu^{-1}\right] V(t) \leq \hat{\gamma}(t) V(t)$,
which implies that
$V(t) \leq V\left(t_{k-1}^{+}\right) \exp \int_{t_{k-1}}^{t} \hat{\gamma}(s) d s, \quad t \in\left(t_{k-1}, t_{k}\right]$.
Since $P_{i \sigma}$ remains identical for $t \in\left(t_{k-1}, t_{k}\right]$, from (14) and (15), for $t \in\left(t_{k-1}, t_{k}\right]$,

$$
\begin{aligned}
& \max _{\substack{1 \leq i \leq N \\
1 \leq \sigma \leq m}}\left\{\lambda_{\max }\left(P_{i \sigma}\right)\right\} \sum_{i=1}^{N} x_{i}^{T}\left(t_{k-1}^{+}\right) x_{i}\left(t_{k-1}^{+}\right) \exp \int_{t_{k-1}}^{t} \hat{\gamma}(s) d s \\
& \quad \geq \min _{\substack{1 \leq i \leq N \\
1 \leq \sigma \leq m}}\left\{\lambda_{\min }\left(P_{i \sigma}\right)\right\} \sum_{i=1}^{N} x_{i}^{T}(t) x_{i}(t)
\end{aligned}
$$

or

$$
\begin{equation*}
\varpi(t) \leq \rho \varpi\left(t_{k-1}^{+}\right) \exp \int_{t_{k-1}}^{t} \hat{\gamma}(s) d s, t \in\left(t_{k-1}, t_{k}\right], \tag{16}
\end{equation*}
$$

where $\varpi(t)=\sum_{i=1}^{N} x_{i}^{T}(t) x_{i}(t)$, and $\rho$ is defined in (6).
On the other hand, when $t=t_{k}^{+}$,

$$
\begin{align*}
\varpi\left(t_{k}^{+}\right) & =\sum_{i=1}^{N} x_{i}^{T}\left(t_{k}^{+}\right) x_{i}\left(t_{k}^{+}\right) \\
& \leq \lambda_{\max }\left[\left(1+E_{k}\right)^{T}\left(1+E_{k}\right)\right] \sum_{j=1}^{N} x_{i}^{T}\left(t_{k}\right) x_{i}\left(t_{k}\right) \\
& \leq \eta_{k} \varpi\left(t_{k}\right), k=1,2, \cdots \tag{17}
\end{align*}
$$

From (16) and (17), for any $t \in\left(t_{0}, t_{1}\right]$,
$\varpi(t) \leq \rho \varpi\left(t_{0}^{+}\right) \exp \int_{t_{0}}^{t} \hat{\gamma}(s) d s$,
which leads to $\varpi\left(t_{1}\right) \leq \rho \varpi\left(t_{0}^{+}\right) \exp \int_{t_{0}}^{t_{1}} \hat{\gamma}(s) d s$
and $\varpi\left(t_{1}^{+}\right) \leq \eta_{1} \varpi\left(t_{1}\right) \leq \rho \eta_{1} \varpi\left(t_{0}^{+}\right) \exp \int_{t_{0}}^{t_{1}} \hat{\gamma}(s) d s$.
Similarly, for $t \in\left(t_{1}, t_{2}\right]$,

$$
\begin{aligned}
& \varpi(t) \leq \rho \varpi\left(t_{1}^{+}\right) \exp \int_{t_{1}}^{t} \hat{\gamma}(s) d s \\
& \leq \rho^{2} \eta_{1} \varpi\left(t_{0}^{+}\right) \exp \left[\int_{t_{0}}^{t_{1}} \hat{\gamma}(s) d s\right] \exp \left[\int_{t_{1}}^{t} \hat{\gamma}(s) d s\right] \\
& =\rho^{2} \eta_{1} \varpi\left(t_{0}^{+}\right) \exp \int_{t_{0}}^{t} \hat{\gamma}(s) d s
\end{aligned}
$$

In general, for $t \in\left(t_{k}, t_{k+1}\right]$,

$$
\begin{equation*}
\varpi(t) \leq \rho^{k+1} \varpi\left(t_{0}^{+}\right) \eta_{1} \cdots \eta_{k} \exp \int_{t_{0}}^{t} \hat{\gamma}(s) d s \tag{18}
\end{equation*}
$$

i) If there exist two constants $\alpha, \beta$ satisfying $\beta \geq \alpha \geq 0$ and $\hat{\gamma}(t) \leq-\beta<0$, for $t \in\left(t_{k-1}, t_{k}\right]$, it follows from (18) that

$$
\varpi(t) \leq \varpi\left(t_{0}^{+}\right) \rho^{k+1} \eta_{1} \eta_{2} \cdots \eta_{k} \exp \left[-\beta\left(t-t_{0}\right)\right]
$$

$$
\begin{aligned}
\leq & \varpi\left(t_{0}^{+}\right) \rho^{k+1} \eta_{1} \eta_{2} \cdots \eta_{k} \exp \left[-\alpha\left(t_{k-1}-t_{0}\right)\right] \\
& \cdot \exp \left[-(\beta-\alpha)\left(t-t_{0}\right)\right]
\end{aligned}
$$

$$
=\rho \varpi\left(t_{0}^{+}\right) \rho \eta_{1} \exp \left[-\alpha\left(t_{1}-t_{0}\right)\right] \rho \eta_{2} \exp \left[-\alpha\left(t_{2}-t_{1}\right)\right]
$$

$$
\cdots \cdots \rho \eta_{k-1} \exp \left[-\alpha\left(t_{k-1}-t_{k-2}\right)\right]
$$

$$
\cdot \rho \eta_{k} \exp \left[-(\beta-\alpha)\left(t-t_{0}\right)\right]
$$

If (12) holds, then, $\rho \eta_{k} \exp \left[-\alpha\left(t_{k}-t_{k-1}\right)\right] \leq 1$,
$k=1,2, \cdots$. Therefore,
$\varpi(t) \leq \varpi\left(t_{0}^{+}\right) \rho^{2} \eta_{k} \exp \left[-(\beta-\alpha)\left(t-t_{0}\right)\right]$,
$t \in\left(t_{k}, t_{k+1}\right]$.
Since $\rho$ and $\eta_{k}$ are bounded constants, it can be concluded that the trivial solution of (3) is globally exponentially stable.
ii) If $\hat{\gamma}(t) \geq 0$, and there exists a constant $\alpha \geq 1$, from (18), it follows that

$$
\begin{aligned}
\varpi(t) & \leq \varpi\left(t_{0}^{+}\right) \rho^{k+1} \eta_{1} \eta_{2} \cdots \eta_{k} \exp \int_{t_{0}}^{t} \hat{\gamma}(s) d s \\
& \leq \varpi\left(t_{0}^{+}\right) \rho^{k+1} \eta_{1} \eta_{2} \cdots \eta_{k} \exp \int_{t_{0}}^{t_{k+1}} \hat{\gamma}(s) d s \\
& =\varpi\left(t_{0}^{+}\right) \rho \alpha^{-k} \exp \left[\int_{t_{0}}^{t_{1}} \hat{\gamma}(s) d s\right] \\
& \cdot \rho \eta_{1} \alpha \exp \left[\int_{t_{1}}^{t_{2}} \hat{\gamma}(s) d s\right] \cdots \rho \eta_{k} \alpha \exp \left[\int_{t_{k}}^{t_{k+1}} \hat{\gamma}(s) d s\right] .
\end{aligned}
$$

If (13) holds, then $\alpha \rho \eta_{k} \exp \left[\int_{t_{k}}^{t_{k+1}} \hat{\gamma}(s) d s\right] \leq 1$,
$k=1,2, \cdots$, therefore,

$$
\varpi(t) \leq \varpi\left(t_{0}^{+}\right) \rho \alpha^{-k} \exp \left[\int_{t_{0}}^{t_{1}} \hat{\gamma}(s) d s\right], t \in\left(t_{k}, t_{k+1}\right]
$$

Then, $\alpha=1$ implies that the trivial solution of the trivial solution of (3) is stable, and $\alpha>1$ implies that the trivial solution of (3) is asymptotically stable.

The proof is thus completed.

## IV. Illustrative Example

Consider a nearest-neighbor coupled network with 100 coupled nodes, in which each node is a Lorenz chaotic system [18] with delays.

In the simulation, let the switching signal $\sigma(s)=1,2$, and the switching interval $T_{s}-T_{s-1}=\tau_{\text {switch }}=0.02$. Then, the CNS with two types of delays $\tau_{1}=0.5$ and $\tau_{2}=0.04$ can be described by (1) with $x_{i}=\left(x_{i 1}, x_{i 2}, x_{i 3}\right)^{T}, g_{i \sigma}\left(t, x_{i}\right)$ $=\left(0,-x_{i 1} x_{i 3}, x_{i 1} x_{i 2}\right)^{T}$, and $\Gamma=I$. In the simulation, for any $h=0,1,2, \cdots$, if $t \in(0.02(2 h), 0.02(2 h+1)$ ], $\sigma(s)=1, C_{\sigma}(t)=C_{1}(t)$, each isolated node is a
time-delay Lorenz chaos system when
$A_{i 1}=\left[\begin{array}{ccc}-10 & 10 & 0 \\ 5 & 5.5 & 0 \\ 0 & 0 & -8 / 3\end{array}\right]$ and $B_{i 1}=\left[\begin{array}{c}0 \\ 6.5 \\ 0\end{array}\right]$; and if
$t \in(0.02(2 h+1), 0.02(2 h+2)], \sigma(s)=2$,
$C_{\sigma}(t)=C_{2}(t)$, all isolated nodes are Lorenz chaos systems
when $A_{i 2}=\left[\begin{array}{ccc}-10 & 10 & 0 \\ 28 & -1 & 0 \\ 0 & 0 & -8 / 3\end{array}\right]$, and $B_{i 2}=0$, where
$C_{1}(t)=$
$\left[\begin{array}{cccccc}-1-\sin t & 1 & \sin t & 0 & \cdots & 0 \\ 1 & \ddots & 0 & \ddots & \ddots & 0 \\ 0 & 1 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & -1-\sin t & 0 & \sin t \\ 0 & \ddots & \ddots & 1 & -2 & 1 \\ 1 & 0 & \cdots & 0 & 1 & -2\end{array}\right]_{100 \times 100}$
$C_{2}(t)=2 C_{1}(t)$.
Notice that when $t \in\left(0, \tau_{1}\right]$ or $t \in\left(0, \tau_{2}\right]$,
$x_{i}\left(t-\tau_{1}\right)=0$ or $x_{i}\left(t-\tau_{2}\right)=0$. The initial conditions of nodes are increasing from $[0,0.5,1]^{T}$ to
$[148.5,149,149.5]^{T}$.
For the sake of simplicity, let
$E_{k}=\operatorname{diag}\{-0.69,-0.69,-0.69\}$ and $P_{i \sigma}=I$. Thus,
$\eta_{k}=0.0961>0, g_{i \sigma}^{T}\left(t, x_{i}\right) P_{i \sigma} x_{i}=0$ and $\rho=1$.
Through simulation, it can be obtained that
$\left\|x_{i}(t)\right\|_{2}^{2} \geq 0.7914\left\|x_{i}\left(t-\tau_{l}\right)\right\|_{2}^{2}, l=1,2$. Then, from
Assumption 2, $1 / \rho_{i} \geq 0.7914$. From (5), $\mu=0.7914$.
Let $\varepsilon_{1}=1, \varepsilon_{2}=0.01, \xi_{1}=\xi_{2}=1$, and then
$\gamma(t)=128.0512, \theta=0.4225, \vartheta(t)=8$,
$\hat{\gamma}(t)=138.6938>0$. Choose $\alpha=1.02$, then
$t_{k}-t_{k-1} \leq-\frac{\ln \left(\alpha \rho \eta_{k}\right)}{\max _{t \in[0, \infty)} \hat{\gamma}(t)}=0.0167$. Let
$t_{k}-t_{k-1}=\tau_{\text {impulsive }}$ be a constant. From Theorem 1, if
$p \tau_{\text {impulsive }}=\tau_{\text {switch }}$, the impulsive controller $u$ defined by
(2) can asymptotically stabilize $\operatorname{CSN}$ (1). In the simulation, let $t_{k}-t_{k-1}=0.01$, i.e., $p=2$, the states variations of the 100 nodes are shown in Fig.1. Note that the first impulse is added when $t=0.6$.


Fig.1. States of the controlled CSN with $\tau_{1}=0.5, \tau_{2}=0.04$.
From the simulation result, it can be observed that the proposed impulsive scheme is effective to achieve asymptotical stabilization of the CSN with two types of delays.

## V. CONCLUSION

This paper has presented a complex switched network (CSN) model that is more general than those in the literature. The CSN model features switching behaviors in both its nodes and topology configuration. Stabilization of such CSNs with both system delays at nodes and coupling time-delays between nodes has been considered. Based on the Lyapunov stability theory, delay independent stabilizing conditions for CSNs with both types of delays are obtained via an impulsive control framework. A numerical example illustrates the effectiveness of the control method.
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