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Abstract— This paper demonstrates how the finite-time iden-
tification procedure [1] can be used to improve the overall
performance of adaptive control systems. First, we develop
an adaptive compensator which guarantees exponential con-
vergence of the estimation error provided the integral of a
filtered regressor matrix is positive definite. The approach
does not involve online checking of matrix invertibility and
computation of matrix inverse nor switching between parameter
estimation methods. The convergence rate of the parameter
estimator is directly proportional to the adaptation gain and a
measure of the system’s excitation. The adaptive compensator is
then combined with existing adaptive controllers to guarantee
exponential stability of the closed-loop system. The effectiveness
of the proposed method is illustrated with simulation examples.

I. INTRODUCTION

There are two major approaches to online parameter iden-

tification of nonlinear systems. The first is the identification

of parameters as a part of state observer while the second

deals with parameter identification as a part of controller. In

the first approach, the observer is designed to provide state

derivatives information and the parameters are estimated via

estimation methods such as least squares method [14] and

dynamic inversion [2]. The second trend of parameter iden-

tification is much more widespread, as it allows identification

of systems with unstable dynamics. Algorithms in this area

include parameter identification methods based on variable

structure theory [17], [18] and those based on the notion of

passivity [8].

In conventional adaptive control algorithms, the focus is on

the tracking of a given reference trajectory and in most cases

parameter estimation errors are not guaranteed to converge to

zero due to a lack of excitation [5]. Parameter convergence

is an important issue as it enhances the overall stability and

robustness properties of the closed loop adaptive systems [9].

Moreover, there are control problems whereby the reference

trajectory is not known a priori but depends on the unknown

parameters of the system dynamics. For example, in adaptive

extremum seeking control problems, the desired target is the

operating setpoint that optimizes an uncertain cost function

[3], [16].

Assuming the satisfaction of appropriate excitation con-

ditions, asymptotic and exponential parameter convergence

results are available for both linear and nonlinear systems.

Some lower bounds which depends (nonlinearly) on the
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adaptation gain and the level of excitation in the system

have been provided for some specific control and estimation

algorithms [6], [12], [15]. However, it is not always easy to

characterize the convergence rate.

A parameter estimation scheme that allows exact recon-

struction of the unknown parameters in finite-time was de-

veloped in [1]. The finite-time (FT) identification method has

two distinguishing features. First, the true parameter estimate

is obtained at any time instant a given excitation condition

is satisfied, and second, the procedure allows for a direct

and immediate removal of any perturbation signal injected

in to the closed-loop system to aid in parameter estimation.

However, the drawback of the identification algorithm is the

requirement to check the invertibility of a matrix online and

compute the inverse matrix when appropriate.

To avoid these concerns and enhance the applicability

of the FT method in practical situations, the procedure is

hereby exploited to develop a novel adaptive compensator

that (almost) recovers the performance of the FT identifier.

The compensator guarantees exponential convergence of the

parameter estimation error at a rate dictated by the closed-

loop system’s excitation. It was shown how the adaptive

compensator can be used to improve upon existing adaptive

controllers. The modification proposed guarantees exponen-

tial stability of the parametric equilibrium provided the

given PE condition is satisfied. Otherwise, the original sys-

tem’s closed-loop properties are preserved. The identification

techniques are well suited for most adaptive mechanisms

and do not require the availability of the velocity state

vector. It is demonstrated, via simulation examples, that the

identification procedures guarantee parameter convergence in

situation where existing methods, driven by tracking or state

prediction error, fail. Moreover, an algorithm is developed

to remove auxiliary dither signals when convergence is

achieved.

II. PROBLEM DESCRIPTION AND ASSUMPTIONS

The system considered is the following nonlinear param-

eter affine system

ẋ = f(x, u) + g(x, u)θ (1)

where x ∈ R
nx is the state and u ∈ R

nu is the control

input. The vector θ ∈ R
nθ is the unknown parameter vector

whose entries may represent physically meaningful unknown

model parameters or could be associated with any finite set

of universal basis functions. It is assumed that θ is uniquely

identifiable and lie within an initially known compact set

Θ0. The nx-dimensional vector f(x, u) and the (nx × nθ)-
g(x, u) dimensional matrix are bounded and continuous in
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their arguments. System (1) encompasses the special class of

linear systems,

f(x, u) = A0x+B0u

g(x, u) = [A1x+B1u, A2x+B2u, . . . Anθ
x+Bnθ

u],

where Ai and Bi for i = 0 . . . nθ are known matrices

possibly time varying.

Assumption 2.1: The following assumptions are made

about system (1).

1) The state of the system x(.) is assumed to be accessible

for measurement.

2) There is a known bounded control law u = α(.) and

a bounded parameter update law
˙̂
θ that achieves a

primary control objective.

The control objective can be to (robustly) stabilize the plant

and/or to force the output to track a reference signal. De-

pending on the structure of the system (1), adaptive control

design methods are available in the literature [7], [11].

III. OVERVIEW OF FINITE-TIME PARAMETER

IDENTIFICATION

For any given bounded control and parameter update law,

the aim of the FT approach is to provide the true estimates

of the plant parameters in finite-time while preserving the

properties of the controlled closed-loop system.

Let x̂ denote the state predictor for (1) with dynamics

˙̂x = f(x, u) + g(x, u)θ̂ + kwe+ w
˙̂
θ, (2)

where θ̂ is a parameter estimate generated via any update

law
˙̂
θ, kw > 0 is a design matrix, e = x− x̂ is the prediction

error and w is the output of the filter

ẇ = g(x, u)− kww, w(t0) = 0. (3)

Denoting the parameter estimation error as θ̃ = θ − θ̂, it

follows from (1) and (2) that

ė = g(x, u)θ̃ − kw e− w
˙̂
θ. (4)

The use of the filter matrix w in the above development

provides direct information about parameter estimation error

θ̃ without requiring a knowledge of the velocity vector ẋ.

This is achieved by defining the auxiliary variable

η = e− wθ̃ (5)

with η, in view of (3, 4), generated from

η̇ = −kw η, η(t0) = e(t0). (6)

Based on the dynamics (2), (3) and (6), the FT result is given

by the following theorem [1].

Theorem 3.1: Let Q ∈ R
nθ×nθ and C ∈ R

nθ be gener-

ated from the following dynamics:

Q̇ = wT w, Q(t0) = 0 (7a)

Ċ = wT (wθ̂ + e− η), C(t0) = 0 (7b)

Suppose there exists a time tc and a constant c1 > 0 such

that Q(tc) is invertible i.e.

Q(tc) =
∫ tc

t0

wT (τ)w(τ) dτ � c1I, (8)

then

θ = Q(t)−1C(t) for all t ≥ tc. (9)

Proof: The result can be easily shown by noting that

Q(t) θ =
∫ t

t0

wT (τ)w(τ)
[
θ̂(τ) + θ̃(τ)

]
dτ. (10)

Using the fact that wθ̃ = e− η, it follows from (10) that

θ = Q(t)−1

∫ t

t0

Ċ(τ) dτ = Q(t)−1C(t) (11)

and (11) holds for all t ≥ tc since Q(t) � Q(tc).
Let

θc � Q(tc)−1 C(tc) (12)

The finite-time (FT) identifier is given by

θ̂c(t) =
{

θ̂(t), if t < tc
θc, if t ≥ tc.

(13)

The piecewise continuous function (13) can be approximated

by a smooth approximation using the logistic functions [1].

The invertibility condition (8) is equivalent to the standard

persistence of excitation (PE) condition required for pa-

rameter convergence in adaptive control. The condition (8)

is satisfied if the regressor matrix g is PE. To show this,

consider the filter dynamic (3), from which it follows that

w(t) =
∫ t

t0

exp−kw(t−τ) g(τ)dτ =
1

s+ kw
[g(t)]. (14)

Since g(t) is PE by assumption and the transfer function
1

s+kw
is stable, minimum phase and strictly proper, we know

that w(t) is PE [13]. Hence, there exists tc and a c1 for which

(8) is satisfied. The superiority of the above design lies in

the fact that the true parameter value can be computed at any

time instant tc the regressor matrix becomes positive definite

and subsequently stop the parameter adaptation mechanism.

IV. ADAPTIVE COMPENSATION DESIGN

Consider the nonlinear system (1) satisfying Assump-

tion 2.1 and the state predictor

˙̂x = f(x, u) + g(x, u) θ0 + kw(x− x̂) (15)

where kw > 0 and θ0 is the nominal initial estimate of θ. If

we define the auxiliary variable

η = x− x̂− w(θ − θ0) (16)

and select the filter dynamic as

ẇ = g(x, u)− kw w, w(t0) = 0 (17)
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then η is generated by

η̇ = −kwη, η(t0) = e(t0). (18)

Based on (15) to (18), our novel adaptive compensation

result is given in the following theorem.

Theorem 4.1: Let Q and C be generated from the follow-

ing dynamics:

Q̇ = wT w, Q(t0) = 0 (19a)

Ċ = wT (w θ0 + x− x̂− η), C(t0) = 0 (19b)

and let tc be the time such that Q(tc) � 0, then the adaptation

law

˙̂
θ = Γ (C −Q θ̂), θ̂(t0) = θ0 (20)

with Γ = ΓT � 0 guarantees that ‖θ̃‖ = ‖θ − θ̂‖ is non-

increasing for t0 ≤ t ≤ tc and converges to zero exponen-

tially fast, starting from tc. Moreover, the convergence rate

is lower bounded by E(t) = λmin

(
ΓQ(t)

)
.

Proof: Consider a Lyapunov function

Vθ̃ =
1
2
θ̃T θ̃, (21)

it follows from (20) that

V̇θ̃(t) = − θ̃T (t) Γ
(
C(t)−Q(t)θ̂(t)

)
. (22)

Since wθ = w θ0 + x− x̂− η (from (16)), then

C(t) =
∫ t

t0

Ċ(τ) dτ =
∫ t

t0

wT (τ)w(τ) dτ θ = Q(t) θ (23)

and equation (22) becomes

V̇θ̃(t) = −θ̃T (t) ΓQ(t) θ̃(t) (24)

≤ −E(t)Vθ̃(t) (25)

This implies non-increase of ‖θ̃‖ for t ≥ t0 and the

exponential claim follows from the fact that ΓQ(t) =
Γ

∫ t

t0
w(τ)T w(τ)dτ is positive definite for all t ≥ tc. The

convergence rate is shown by noting that for all t ≥ tc

V̇θ̃(t) = −θ̃T (t) Γ
(

Q(tc) +
∫ t

tc

w(τ)T w(τ) dτ

)
θ̃(t),

(26)

≤ − θ̃T (t) ΓQ(tc) θ̃(t) ≤ −E(tc)V (t) (27)

which implies

‖θ̃(t)‖ ≤ exp−E(tc)(t−t0) ‖θ̃(t0)‖, ∀t ≥ tc (28)

Both the FT identification (9) and the adaptive compen-

sator (20) use the static relationship developed between the

unknown parameter θ and some measurable matrix signals C,

i.e, Qθ = C. However, instead of computing the parameter

values at a known finite-time by inverting matrix Q, the

adaptive compensator is driven by the estimation error Qθ̃ =
C −Qθ̂.

V. INCORPORATING ADAPTIVE COMPENSATOR FOR

PERFORMANCE IMPROVEMENT

It is assumed that the given control law u and stabilizing

update law (herein denoted as
˙̂
θs) result in closed-loop error

system

Ż = AZ +ΦT θ̃s (29a)
˙̃
θs = −ΓΦZ (29b)

where the matrix A is such that A+AT < −2 kA I < 0, Φ
is a bounded matrix function of the regressor vectors, θ̃s =
θ− θ̂s and Z = [z1, z2, . . . znx

]T is a vector function of the

tracking error with z1 = y−yr. This implies that the adaptive

controller guarantees uniform boundedness of the estimation

error θ̃s and asymptotic convergence of the tracking error Z
dynamics. Such adaptive controllers are very common in the

literature. Examples include linearized control laws [11] and

controllers designed via backstepping [7], [10].

Given the stabilizing adaptation law
˙̂
θs, we propose the

following update law which is a combination of the stabiliz-

ing update law (29b) and the adaptive compensator (20)

˙̂
θ = Γ

(
ΦZ + C −Q θ̂

)
. (30)

Since C(t) = Q(t) θ, the resulting error equations becomes[
Ż
˙̃
θ

]
=

[
A ΦT

−ΓΦ −ΓQ

] [
Z

θ̃

]
. (31)

Considering the Lyapunov function V =
1
2

(
zT z + θ̃TΓ−1θ̃

)
, and differentiating along (31) we

have

V̇ =
1
2
zT (A+AT )z − θ̃T Qθ̃ ≤ −kA zT z − θ̃T Q θ̃ (32)

Hence θ̃ → 0 exponentially for t ≥ tc and the initial

asymptotic convergence of Z is strengthened to exponential

convergence.

For feedback linearizable systems

ẋi = xi+1 1 ≤ i ≤ n− 1

ẋn = f1(x) + f2(x)u+ θT gn(x)
y = x1

the PE condition Q(tc) � 0 translates to a priori verifiable

sufficient condition on the reference setpoint. It requires the

rows of the regressor vector gn(x) to be linearly independent

along a desired trajectory xr(t) on any finite interval t ∈
[t1, t2), t1 < t2 < ∞. This condition is less restrictive

than the one given in [4] for the same class of system.

This is because the linear independence requirement herein

is only required over a finite interval and it can be satisfied

by a non-periodic reference trajectory while the asymptotic

stability result in [4] relies on a T-periodic reference setpoint.

Moreover exponential, rather than asymptotic stability of the

parametric equilibrium is achieved.
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VI. DITHER SIGNAL UPDATE

Perturbation signal is usually added to the desired ref-

erence setpoint or trajectory to guarantee the convergence

of system parameters to their true values. To reduce the

variability of the closed-loop system, the added PE signal

must be systematically removed in a way that sustains

parameter convergence.

Suppose the dither signal d(t) is selected as a linear

combination of sinusoidal functions as detailed in [1], Sec-

tion III.D. Let a0 be the vector of the selected dither

amplitude and let T > 0 be the first instant for which

d(T ) = 0, the amplitude of the excitation signal is updated

as follows:

a(t) =

⎧⎪⎪⎨
⎪⎪⎩

a0, t ∈ [0, T )

exp−γĒ T a(j − 1)T, t ∈ [jT, (j + 1)T ),
j ≥ 1

(33)

where the gain γ > 0 is a design parameter, a(0) = a0

and

E(0) = 0, E(τ) = λmin

(
Q(τ)

)
Ē = max

{E(jT ), E((j − 1)T )
}
.

It follows from (33) that the reference setpoint will be

subject to PE with constant amplitude a0 if t ∈ [0, T ). After

which the trajectory of a(t) will be dictated by the filtered

regressor matrix Q. The amplitude vector a(t) will start to

decay exponentially when Q(t) becomes positive definite.

Note that parameter convergence will be achieved regardless

of the value of the gain γ selected as the only requirement

for convergence is Q(t) � 0.

Remark 6.1: The other major approach used in traditional

adaptive control is parameter estimation based design. A

well designed estimation based adaptive control method

achieves modularity of the controller-identifier pair. For

nonlinear systems, the controller module must possess strong

parametric robustness properties while the identifier module

must guarantee certain boundedness properties independent

of the control module. Assuming the existence of a bounded

controller that is robust with respect to (θ̃, ˙̂θ), the adaptive

compensator (20) serves as a suitable identifier for modular

adaptive control design.

VII. SIMULATION EXAMPLES

We consider the following nonlinear system in parametric

strict feedback form [10], [1]

ẋ1 = x2 + θ1x1

ẋ2 = x3 + θ2x1

ẋ3 = θ3x
3
1 + θ4x2 + θ5x3 + (1 + x2

1)u (34)

y = x1,

where θT = [θ1, . . . , θ5] are unknown parameters.

The simulation is first performed for the nominal system

(34) and then for the system under additive disturbance:

ẋ1 = x2 + θ1x1 + [1 0]ϑ
ẋ2 = x3 + θ2x1 + [1 x1]ϑ

ẋ3 = θ3x
3
1 + θ4x2 + θ5x3 + (1 + x2

1)u+ [0 1]ϑ (35)

y = x1,

where the disturbance vector is selected

as ϑ = [0.1 sin(2πt/5), 0.1 sin(2πt/5) +
0.2 cos(πt)x1, 0.2 cos(πt)]T . The actual parameter vector

was θ = [−1, −2, 1, 2, 3 ] and the tracking signal

remains a constant yr = 1, which is sufficiently rich of

order one.

Using the adaptive controller presented in [10], we modify

the given stabilizing update law by adding the adaptive com-

pensator (20) to it. The modification significantly improve

upon the performance of the standard adaptation mechanism

as shown in Figures 1 and 2. All the parameters converged

to their values and we recover the performance of the finite-

time identifier (13). Figures 3 and 4 depict the performance

of the output and the input trajectories. While the transient

behaviour of the output and input trajectories is slightly im-

proved for the nominal system under the proposed adaptive

compensator, a significant improvement is obtained for the

system subject to additive disturbances.

VIII. CONCLUSIONS

To enhance the applicability of the finite-time (FT) proce-

dure [1] in practical situations, a novel adaptive compensator

that (almost) recovers the performance of the FT identifier

is proposed in this paper. The compensator guarantees ex-

ponential convergence of the parameter estimation error at

a rate dictated by the adaptation gain and the closed-loop

system’s excitation. It is shown that the adaptive compensator

can be used to improve upon existing adaptive controllers.

The application reported in Section V is just an example, the

adaptive compensator can easily be incorporated into other

adaptive control algorithms.
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dashdot(-.): FT estimates; dashed(- -) : standard estimates [10].
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