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Abstract— The development of a synthesis methodology to
design compensator-based sliding mode output feedback con-
trollers using linear matrix inequalities is considered in this
paper. The class of dynamical system dealt with belongs to
the class of uncertain plants with matched, and mismatched
uncertainties in polytopic form. The efficacy of the proposed
design methodology is demonstrated by a numerical design and
computer simulations.

I. INTRODUCTION

Variable Structure Control (VSC) is a robust nonlinear

control method consisting of a switched control law and a

decision function. Sliding Mode Control (SMC) is a type of

VSC that rejects completely, when appropriately designed,

a class of uncertainty known as matched uncertainty. The

dynamics in the sliding mode will, however, be subject to

variations from any mismatched uncertanty in the system. It

is important to highlight that most of the early developments

in SMC theory assumed that the state variables of the plant

can be physically measured. This is an unrealistic assumption

as in many practical engineering applications some states

do not have physical meaning and hence they cannot be

measured. This problem can be addressed by using either an

observer-based controller or an output feedback controller.

The former approach requires additional dynamics. Its main

drawback is that, unless properly designed, the observer

undermines the robustness properties of the state feedback

control. The latter uses only measured plant output signals.

These kinds of controllers can be static or dynamic in nature.

Static output feedback control is the simplest approach

since no further dynamics are needed. However, it may not

be applied in some particular cases, e.g. if the Kimura-

Davison conditions are not satisfied. In such situations, an

appropriately dimensioned dynamic compensator is required

in order to introduce extra dynamics and to increase the

degrees of design freedom. This approach belongs to the

class of dynamic output feedback controllers.

Most of the papers referenced in the technical literature

have considered the class of Linear Time Invariant (LTI)

systems either without uncertainties or with matched uncer-

tainties. Only a few papers have been devoted to the class of
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systems with mismatched uncertainties. For instance, sliding

mode static output feedback (SMSOF) control systems based

on Linear Matrix Inequalities (LMIs) [2] have been devel-

oped by Choi [4] and Xiang et al. [8], whilst a dynamic

output feedback variable structure controller has recently

been proposed by Park et al. in [7].

Choi in [4] presented a static output feedback variable

structure control synthesis approach based on LMIs. The

proposed scheme corresponds to a high gain control law

which may not be desirable in practical applications. As

stated by Choi, this disadvantage can be overcome by means

of a trade-off between complexity and control effort using a

dynamic variable structure output feedback control law [4].

Xiang et al. in [8] developed an iterative LMI algorithm

which neither requires a change of coordinates nor solves

a static output feedback problem. Nevertheless, since the

proposed control law is high gain then it is necessary to

solve an optimization problem in order to design a sliding

surface. The LMIs involved in the synthesis methodology

are relatively complex. Furthermore, since the algorithm is

iterative, its convergence depends on the initial conditions

defined by the designer. The dynamic output feedback VSC

proposed by Park et al. in [7] considers mismatched norm-

bounded time-varying uncertainty and is of the same order

as the plant. The design methodology consists of an iterative

algorithm developed using the so-called cone complementary

linearization algorithm for bi-convex problems.

In this paper, a compensator-based sliding mode output

feedback controller is proposed for plants with matched and

mismatched uncertainties. This controller belongs to the class

of sliding mode dynamic output feedback controllers. The

design methodology is based on an LMI framework. The

proposed approach represents an extension to the work in [6]

where only matched uncertainties were considered. In partic-

ular the existence and reaching problems are formulated from

a polytopic perspective. The switching surface design prob-

lem for the augmented system, i.e. the uncertain plant and

dynamic compensator, is recast in terms of LMIs as a static

output feedback problem with mismatched uncertainties. In

order to design the linear component, a polytopic LMI based

approach is developed in which the mismatched uncertainties

are considered whilst the synthesis of the nonlinear part

takes into account matched uncertainties, disturbances and/or

nonlinearities.

This paper is structured as follows: Section 2 defines the

class of systems to be considered and presents the problem

formulation. The proposed design approach for the Sliding

Mode Dynamic Output Feedback Controller (SMDOFC) for
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uncertain plants is described in Section 3. A numerical

example in Section 4 demonstrates the new approach. Finally,

Section 5 presents some concluding remarks.

Throughout this paper ‖·‖ stands for the Euclidean norm

of a vector and the induced spectral norm of a matrix. The

index set I(ε1,ε2) is defined as I(ε1,ε2) = {ε1,ε1 + 1,ε1 +
2, · · · ,ε2} where ε1,ε2 ∈ Z+ and ε1 < ε2.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

Consider an uncertain dynamical system described in

state-space form ∀ t ≥ 0 by

ẋ(t) =
(

A+ ∆A
)

x(t)+ B
(

u(t)+ ξ (t,x,u)
)

y(t) = Cx(t) , x0 = x(0)

}

(1)

where x ∈ X ⊆ ℜn is the state vector with X an open set,

u ∈ U ⊆ ℜm is the control input vector with U the set of

all admissible control signals and y ∈ Y ⊆ ℜp is the output

vector with Y the set of all measurable output signals. The

uncertain vector function ξ (t,x,u) : ℜ+ ×ℜn ×ℜm → ℜm

represents the lumped sum of matched nonlinearities and/or

uncertainties.

Throughout the paper the following is assumed:

A.1 The order of the system and the number of output and

input signals satisfy n > p > m.

A.2 The input and output matrices are both full rank, i.e.

rank(B) = m and rank(C) = p.

A.3 In the nominal triple
(

A,B,C
)

, rank(CB) = m.

A similarity transformation exists such that the nominal

triple
(

A,B,C
)

in the new coordinates involving the state

vector partition x =
[

xT
1 xT

2

]T
where x1 ∈ ℜ(n−m) and

x2 ∈ ℜm has the following structure [5]:

A =

[

A11 A12

A21 A22

]

, B =

[

0

B2

]

, C =
[

0 T
]

(2)

where A11 ∈ ℜ(n−m)×(n−m), A12 ∈ ℜ(n−m)×m, A21 ∈
ℜm×(n−m), A22 ∈ ℜm×m, B2 ∈ ℜm×m and T ∈ ℜp×p are

assumed to be known constant matrices. Furthermore, the

matrix B2 is non-singular and T is orthogonal.

It is assumed that all matched components of the uncer-

tainty associated with the state matrix have been merged

into ξ (t,x,u). Commensurate with the structure of the state

matrix A defined in (2), the uncertain state matrix A∆ =
A+ ∆A is taken to have the form

A∆ =

[

A11 A12

A21 A22

]

+

[

∆A11 ∆A12

0 0

]

(3)

The matrix sub-blocks ∆A11 and ∆A12 represent structured

uncertainties with bounded uncertain parameters. These pa-

rameters are bounded between two extreme real values as

follows
θi ∈

[

θ i,θ i

]

for i ∈ I(1,r) (4)

Define an associated hyper-rectangle in the parameter

space as Θ ⊆ ℜr. The uncertain parameter vector θ =
[θ1 θ2 · · · θr]

T
can describe either physical constant param-

eters or time dependent parameters, i.e. θ (t) : ℜ+ → Θ. In

this work, for the sake of generality, uncertain time-varying

parameters θi(t) with i ∈ I(1,r) are considered. Hence, the

uncertain matrix sub-blocks in the uncertain state matrix (3)

will hereafter be written as ∆A11(t) and ∆A12(t). Notice

that these uncertain matrix sub-blocks depend affinely on

the uncertain parameters θi(t) for i ∈ I(1,r).
For the remainder of the paper, it is assumed that:

A.4 The matched uncertainty term is bounded by

‖ξ (t,x,u)‖ ≤ k1‖u(t)‖+ φ(t,y(t))+ k2 (5)

where φ(t,y(t)) is a known function such that φ : ℜ+×
ℜp → ℜ+. Furthermore, 0 ≤ k1 < 1 and k2 ∈ ℜ+.

The sliding surface S is defined as follows

S = {x ∈ ℜn : σ(t) = Γy(t) = ΓCx(t) = 0} (6)

where σ(t) ∈ ℜm is the switching function and Γ ∈ ℜm×p is

the switching gain matrix to be designed. The sliding surface

synthesis problem is the so-called existence problem.

Let
ΓT =

[

Γ1 Γ2

]

(7)

where Γ1 ∈ℜm×(p−m), Γ2 ∈ℜm×m and det(Γ2) 6= 0. Define

C1 ∈ ℜ(p−m)×(n−m) as

C1 ,
[

0((p−m)×(n−p)) I(p−m)

]

(8)

and the gain matrix K ∈ ℜm×(p−m) as

K , Γ−1
2 Γ1 (9)

During a sliding motion, σ(t) ≡ 0, and hence

x2(t) = −KC1x1(t). Moreover, considering the null

space dynamics, it follows that

ẋ1(t) =
(

Ã11(t)− Ã12(t)KC1

)

x1(t) (10)

where the matrices Ã11(t) =
(

A11 + ∆A11(t)
)

and Ã12(t) =
(

A12 + ∆A12(t)
)

.

From [5], the switching gain matrix Γ is parameterised

straightforwardly from (7) and (9) as follows

Γ = Γ2

[

K Im

]

TT (11)

The matrix Γ2 in (11) corresponds to a scaling of the

switching matrix Γ. In this paper, it is assumed that Γ2 = B−1
2

in order to obtain ΓCB = Im. This assumption is useful when

designing the control law.

In some particular cases, the existence problem for systems

given by (1) with matched and mismatched uncertainties

cannot be solved, as the following Bilinear Matrix Inequality

is not feasible
(

Ã11(t)− Ã12(t)KC1

)T

P1+

+P1

(

Ã11(t)− Ã12(t)KC1

)

< 0
(12)

An approach to overcome the problem is to design a com-

pensator which introduce additional dynamics and conse-

quently provides further degrees of freedom for synthesising

a sliding surface.

Therefore, the first phase of the problem to be addressed

consists of the design of a dynamic compensator given by

ẋc(t) = Ξxc(t)+ Ψy(t) (13)

where Ξ ∈ ℜq×q and Ψ ∈ ℜq×p, and a hyperplane in the

augmented state space Xa ⊆ ℜn+q.

Sa = {xa ∈ ℜn×q : σa(t) = Γcxc(t)+ ΓCx(t) = 0} (14)

where xa =
[

xT
c xT

]T
is the augmented state vector, σa(t)∈

ℜm is the augmented switching function, whilst Γc ∈ ℜm×q

and Γ ∈ ℜm×p are components of the augmented switching
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gain matrix Γa to be synthesised.

The control law synthesis for the uncertain dynamical

system (1) is dealt with in the second phase of the problem

to be solved. Such a control law has to guarantee that the

sliding surface Sa is reached in finite time from any initial

point xa(t0) /∈ Sa in the augmented state space Xa and the

sliding motion takes place thereafter. This control law design

problem is the so-called reachability problem.

III. SLIDING MODE DYNAMIC OUTPUT FEEDBACK

CONTROL

The SMDOFC design approach developed in this work

considers a polytopic formulation for the existence and

reachability problems and employs LMI methods.

A. Dynamic Compensator-based Sliding Surface Design

Consider the dynamic compensator given in (13) and let

ΨT = [Ψ1 Ψ2] (15)

where Ψ1 ∈ ℜq×(p−m) and Ψ2 ∈ ℜq×m.

Consequently, the dynamic compensator (13) considering

the state vector partition used in (2) can be written as follows

ẋc(t) = Ξxc(t)+ Ψ1C1x1(t)+ Ψ2x2(t) (16)

where C1 ∈ ℜ(p−m)×(n−m) is defined in (8).

Defining the gain matrix Kc ∈ ℜm×q as

Kc , Γ−1
2 Γc (17)

the reduced order sliding motion associated with Sa is given

by

ẋ1(t) =
(

Ã11(t)− Ã12(t)KC1

)

x1(t)− Ã12(t)Kcxc(t) (18)

ẋc(t) =
(

Ψ1 −Ψ2K
)

C1x1(t)+
(

Ξ−Ψ2Kc

)

xc(t) (19)

The aim is to find Ξ, Ψ1, Ψ2, K and Kc so that

Φ(t) =

[ (

Ã11(t)− Ã12(t)KC1

)

−Ã12(t)Kc
(

Ψ1 −Ψ2K
)

C1

(

Ξ−Ψ2Kc

)

]

(20)

is stable.

The problem of designing the compensator gains Ψ1, Ψ2,

and Ξ as well as the gain matrices K and Kc can be written

in a static output feedback fashion as follows:

Φ(t) = A (t)−B(t)K C (21)
where

A (t) =

[

Ã11(t) 0

0 0

]

, B(t) =

[

Ã12(t) 0

Ψ2 −Iq

]

(22)

C =

[

C1 0

0 Iq

]

, K =

[

K Kc

Ψ1 Ξ

]

(23)

Let P be a polyhedric closed convex sub-set: a so-

called polytope. Let Π(t) ∈ P ⊂ ℜ(n+p−2m+2q)×(n+2q) be an

uncertain matrix of the form

Π(t) =

[

A (t) B(t)
C 0

]

(24)

then P is the convex hull P = Co
{

Π1,Π2, · · · ,ΠN

}

defined

as follows

P =

{

∑N
j=1 µ j

[

A j B j

C 0

]

: ∑N
j=1 µ j = 1,

µ j ≥ 0 for j ∈ I(1,N)

}























(25)

where N is the number of vertices of P , and µ j with

j ∈ I(1,N) are the polytopic coordinates of Π. The vertices

of P in (25) are given by C defined in (23) and

A j = A0 +
r

∑
i=1

θi∆A j

∣

∣

∣

θi={θ i,θ i}
for j ∈ I(1,N = 2r) (26)

B j = B0 +
r

∑
i=1

θi∆B j

∣

∣

∣

θi={θ i,θ i}
for j ∈ I(1,N = 2r) (27)

where

A0 ,

[

Ã11 0

0 0

]

, ∆A j ,

[

∆Ã11 j 0

0 0

]

(28)

B0 ,

[

Ã12 0

Ψ2 −Iq

]

, ∆B j ,

[

∆Ã12 j 0

0 0

]

(29)

The following is assumed:

A.5 The triples (A j,B j,C ) for j ∈ I(1,N) is stabilisable

and detectable for all admissible uncertainties in the

hyper-rectangle Θ.

The reduced-order system (18)-(19) is output feedback

stabilisable if there exists a positive definite Lyapunov matrix

P1 = PT
1 ∈ ℜ(n+q−m)×(n+q−m) and a gain matrix K such that

(

A j −B jK C

)T

P1 + P1

(

A j −B jK C

)

< 0 (30)

for j ∈ I(1,N = 2r).
The vertices of the polytope P are said to be simultane-

ously stabilised by the gain matrix K if (30) holds.

As the synthesis of the gain K corresponds to a static out-

put feedback problem for the system triple
(

A (t),B(t),C
)

any available LMI approach could be employed. In this

work, the non-iterative LMI-based algorithm proposed by

Benton and Smith in [1] is re-formulated in the context of

the existence problem for the SMDOFC as follows:

Step 1: Define N vertices of the polytope P .

Step 2: Define a degree of stability such that

Aα j = A j + αI

Step 3 : Solve the following optimization problem

min trace(Qs f )
s.t.

Qs f − I > 0

Qs f A
T

α j +Aα jQs f + YT
s f B

T
j +B jYs f < 0

Step 4 : Set Ks f = Ys f Q−1
s f .

Step 5 : Solve the LMI feasibility problem

f ind ε and P1

s.t.
P1 > I , ε > 0

(

Aα j +B jK s f

)T

P1 + P1

(

Aα j +B jK s f

)

< 0

A
T

α jP1 + P1Aα j − ε C
T
C < 0
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Step 6 : Solve the following LMI problem

f ind K

s.t.
(

Aα j −B jK C

)T

P1 + P1

(

Aα j −B jK C

)

< 0

where j ∈ I(1,N = 2r).
The feasibility problem formulated in the step 6 can be

replaced by an optimization problem involving the minimiza-

tion of a norm defined by the designer.

B. Control Law Synthesis

Consider the following system augmented matrices

Aa∆(t) =

[

Ξ ΨC

0 Ã∆(t)

]

(31)

Ba =

[

0

B

]

, Ca =

[

Iq 0

0 C

]

(32)

If a switching gain matrix Γa = [Γc Γ ] exists such that

the sliding dynamics (18)-(19) is stable, then a nonsingular

change of coordinates x 7→ T̂x exists such that the triple
(

Aa∆(t),Ba,Ca

)

above can be transformed into

ˆAa∆(t) = ˆAa + ∆ ˆAa(t) =

[

ˆAa∆11(t) ˆAa∆12(t)
ˆAa∆21(t) ˆAa∆22(t)

]

(33)

B̂a =
[

0 Im

]T
(34)

ΓaĈa =
[

0 Im

]

where Ĉa =
[

0 T
]

(35)

with T ∈ ℜ(p+q)×(p+q) such that det{T} 6= 0. The structure

of ΓaĈa follows since by construction ΓaĈaB̂a = ΓCB = Im.

Define

Π̂(t) =

[

ˆAa∆(t) B̂a

Ĉa 0

]

(36)

consequently, the corresponding polytope P̂ is defined as

follows

P̂ =

{

∑N
j=1 µ j

[

ˆAa∆ j B̂a

Ĉa 0

]

: ∑N
j=1 µ j = 1,

µ j ≥ 0 for j ∈ I(1,N)

}



























(37)

where the vertices are given by

ˆAa∆ j = ˆAa + ∑r
i=1 θi∆ ˆAai

∣

∣

∣

θi={θ i,θ i}

=

[

ˆAa∆11 j
ˆAa∆12 j

ˆAa∆21 j
ˆAa∆22 j

]















(38)

for j ∈ I(1,N = 2r) and B̂a and Ĉa are defined in (34) and

(35) respectively.

The sliding mode dynamics are represented by a convex

combination of

ˆAa∆11 j = A j −B jK C for j ∈ I(1,N) (39)

which are Hurwitz by design, and in turn

ˆAa∆11(t) = A (t)−B(t)K C (40)

is stable by the convexity property of the polytope P̂ defined

in (37).

Consider the control law

u(t) = uL(t)+ uNL(t) (41)

with the linear component uL(t) of the form

uL(t) = −Gya(t) (42)

where G ∈ ℜm×(p+q) and ya(t) =
[

xT
c (t) yT (t)

]T
∈

ℜ(p+q) is the augmented output vector; the nonlinear com-

ponent given by

uNL(t) =

{

−ρ(·)P−1
2

Γaya(t)
‖Γaya(t)‖

, if Γaya(t) 6= 0

0 , otherwise
(43)

where

ρ
(

t,y(t),u(t)
)

=
k1‖uL(t)‖+ φ(t,y(t))+ k2 + η

(1− k1)
(44)

PROPOSITION: Let P be a Lyapunov matrix partitioned as

follows

P =

[

P1 0

0 P2

]

> I (45)

where P1 ∈ℜ(n+q−m)×(n+q−m) is the Lyapunov matrix in (30)

calculated by means of the Benton and Smith algorithm, and

P2 ∈ ℜm×m. Let the gain matrix G be parametrised as

G =
[

G1 G2

]

T
−1

(46)

where G1 ∈ ℜm×(p+q−m) and G2 ∈ ℜm×m such that the

following matrix inequality holds for j ∈ I(1,N)

A
T
j P + PA j < 0 (47)

where

A j =

[

ˆAa∆11 j
ˆAa∆12 j

ˆAa∆21 j −G1C
ˆAa∆22 j −G2

]

(48)

Then the control law in (41) guarantees a sliding motion

on the surface Sa inside the sliding patch

Ω =
{

(

x̂1 ∈ ℜn+q−m, x̂2 ∈ ℜm
)

: ‖x̂1‖ < ηγ−1
}

(49)

where η > 0 is a design scalar and

γ = max j∈(1,N=2r)

{

‖P2

(

ˆAa∆21 j −G1C
)

‖
}

(50)

△
PROOF: Consider the Lyapunov function V (t) = x̂T (t)Px̂(t).
Since P has the partition shown in (45) then PB̂a =
(

ΓĈa

)T
P2. After manipulations involving (43), (44) and (47),

it can be shown V̇ < 0 ∀ x̂(t) 6= 0. Therefore, the closed-

loop system is quadratically stable.

Partition the state vector x̂(t) as
[

x̂T
1 (t) x̂T

2 (t)
]T

. Us-

ing matrix inequality (47) with the previous partition, the

following quadratic form can be obtained

x̂T
2 (t)

(

(

ˆAa∆22 j −G2

)T
P2 + P2

(

ˆAa∆22 j −G2

)

)

x̂2(t) < 0

for j ∈ I(1,N = 2r).
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Consider the Lyapunov function V̂ (t) = x̂T
2 (t)P2x̂2(t). Its

derivative along the closed-loop trajectories is given by

˙̂V (t) = ∑N
j=1 µ j

(

2x̂T
2 (t)P2

(

ˆAa∆21 j −G1C
)

x̂1(t) +

x̂T
2 (t)

(

(

ˆAa∆22 j −G2

)T
P2 + P2

(

ˆAa∆22 j −G2

)

)

x̂2(t)+

+2x̂T
2 (t)P2

(

uNL(t)+ ξ (t,x,u)
)

)

Since (44) implies ‖ξ (t,y(t),u(t))‖ ≤ ρ(t,y(t),u(t))−η
then

˙̂V (t) <
N

∑
j=1

µ j

(

2x̂T
2 (t)P2

(

ˆAa∆21 j −G1C
)

x̂1(t)−2η‖x̂2(t)‖
)

which means that the sliding motion occurs inside the sliding

patch Ω defined in (49). Since the closed-loop system is

quadratically stable, the sliding patch Ω is reached in finite

time and a sliding motion takes place thereafter. Q.E.D.

The matrix A j in (48) can be expressed as

A j , ˆAa∆ j − B̂aGĈa (51)

then it follows that

A
T
j P + PA j =

[

Λ11 j Λ12 j

ΛT
12 j Λ22 j

]

< 0 (52)

where

Λ11 j = ˆA T
a∆11 jP1 + P1

ˆAa∆11 j

Λ12 j = P1
ˆAa∆12 j + ˆA T

a∆21 jP2 −C T LT
1

Λ22 j = P2
ˆAa∆22 j −L2 + ˆA T

a∆22 jP2 −LT
2











(53)

for j ∈ I(1,N) with L1 , P2G1 and L2 , P2G2.

The Lyapunov inequality (52) with (53) depends affinely

on the matrix variables P1, P2, L1 and L2. Therefore, an

LMI problem can be formulated in order to design a gain

matrix G such that

‖G‖ < ζ (54)

and

‖P2
ˆAa∆21 j −L1C ‖ < γ (55)

Inequality (54) has to be formulated in terms of the matrix

variables L1 and L2: by considering P2 from (45) and the

parameterisation of G given in (46), after straightforward

computation it follows

‖G‖ ≤
∥

∥

∥

[

L1 L2

]

T
−1

∥

∥

∥
(56)

By ensuring by design
∥

∥

∥

[

L1 L2

]

T
−1

∥

∥

∥
< ζ (57)

inequality (54) is satisfied.

The poles of A j for j ∈ I(1,N) can be placed in an convex

region of the complex plane C established by the designer

as in [3]. In this paper, a convex region characterised by the

intersection of the disk D(cn,rd) centered at (−cn,0) with

radius rd and a half-plane H(h) delimited by a vertical line

at (−h,0) are considered.

In order to formulate an optimization problem for synthe-

sising the gain matrix G, consider a partition of

ˆAa∆21 j =
[

ˆAa∆211 j
ˆAa∆212 j

]

for j ∈ I(1,N) (58)

where ˆAa∆211 j ∈ ℜm×(n+q−p) and ˆAa∆212 j ∈ ℜm×(p−m).

Then, choose any

γ > max
j∈I(1,N)

{

|| ˆAa∆211 j||
}

(59)

and solve the following LMI problem:

min ζ
s.t.





−ζ I
[

L1 L2

]

T
−1

(

[

L1 L2

]

T
−1

)T

−ζ I



 < 0

[

−γI P2
ˆAa∆21 j −L1C

ˆA
T

a∆21 jP2 −C
T LT

1 −γI

]

< 0

[

−rdP PA j + cnP

cnP +A T
j P −rdP

]

< 0

PA j +A T
j P + 2hP < 0

P > I



















































































(60)

for j ∈ I(1,N) where L1, L2, P1 and P2 are the decision

variables.

If there exists a feasible solution to the optimization

problem (60) then

G1 = P−1
2 L1 and G2 = P−1

2 L2 (61)

and the proposed control law (41) with (42) and (43) guaran-

tees that the sliding mode takes place inside the sliding patch.

Furthermore, the state trajectories will reach the sliding patch

in finite time and will remain on it.

IV. NUMERICAL EXAMPLE

Consider the uncertain dynamical plant

ẋ(t) =





−1 + θ (t) 1 −1

1 −1 0

4 0 2



x(t) +

+





0

0

1





(

u(t)+ ξ (t,x(t),u(t))
)

y(t) =

[

0 1 0

0 0 1

]

x(t)



















































(62)

where θ (t) = 0.2sin(t) is the mismatched uncertain

parameter and ξ (t,x(t),u(t)) = 0.5
(

sin
(

2πt
)

x2(t) +
sin

(

4πt
)

x3(t)
))

corresponds to the matched uncertainty.

The root loci of (Ã11 j,Ã12 j,C1 j) for j ∈ I(1,2), consider-

ing the extreme values of the mismatched parameter θ (t), are

shown in Fig. 1 and Fig. 2 respectively. Fig. 2 demonstrates

that the reduced-order system is not static output feedback

stabilisable. Therefore, a dynamical compensator is required

to solve the SMC problem.

Defining Ψ2 = 1 and Γ2 = 1, the LMI approach proposed

in this paper generates the following matrix

K =

[

−5.8603 4.6965

−4.7174 3.0759

]

(63)

which determines the compensator and the switching gain

matrix Γ.
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The convex region is defined through cn = 0, rd = 5 and

h = 0.10. The gain matrix G designed using the LMI method

developed in this paper is given by

G =
[

25.3915 −23.5923 6.8839
]

(64)

where P2 = 1.0000. The nonlinear part of the control law can

be straightforwardly computed from the matched uncertainty

ξ (t,x,u).
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Fig. 1. Root locus for the system triple (Ã111,Ã121,C11) for θ = θ =−0.2
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Fig. 2. Root locus for the system triple (Ã112,Ã122,C12) for θ = θ = +0.2

Computer simulations were carried out using the initial

condition
[

1 −1 0
]T

. Time evolution of the output

signals y(t) and the unmeasurable state variable x1(t) is

shown in Fig. 3. The designed SMDOFC stabilises the plant

(62) in spite of the mismatched uncertain parameter θ (t).
Fig. 4 depicts the corresponding control signal whilst Fig. 5

shows the switching function.
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Fig. 3. Response of the uncertain plant using the SMDOF controller
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Fig. 4. Control signal u(t)
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Fig. 5. Time evolution of the switching function σ(t)

V. CONCLUSION

This paper has described an LMI design framework for

SMDOFCs. Plants with both matched and mismatched uncer-

tainties and partial state information can be dealt with. The

SMDOFC is compensator-based and represents an alternative

when SMSOF cannot be applied.
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