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Abstract— This paper presents servo control for discrete-
time nonlinear systems using the switching fuzzy model-based
control approach. We propose the construction method of
augmented switching fuzzy servo control system for discrete-
time nonlinear systems. Then we introduce the switching fuzzy
servo controller which can make outputs of the nonlinear
systems converge to target points, and derive the controller
design conditions in terms of LMIs. A design example illustrates
the utility of this approach.

I. INTRODUCTION

Recently, fuzzy model-based control has been discussed

in a huge number of literatures [2]–[5]. Most of them

deal with Takagi-Sugeno (T-S) fuzzy model [1] and LMI-

based designs[6]. By employing the T-S fuzzy model, which

utilizes local linear system description for each rule, we can

devise a control methodology to fully take advantages of

linear control theory. However, most of the literatures have

mainly dealt with the regulation problem to discuss stabil-

ity or convergence to the origin. Unfortunately, theoretical

controllability of servo control for discrete-time nonlinear

systems was not discussed in the literature.

In this paper, we deal with servo control for a class of

discrete-time nonlinear systems using the switching fuzzy

model-based control approach [11], [12]. We propose the

construction method of augmented switching fuzzy servo

control system for discrete-time nonlinear systems. More-

over, we introduce the switching fuzzy servo controller which

can make outputs of the nonlinear systems converge to target

points, and derive the controller design conditions in terms

of LMIs. A design example illustrates the utility of this

approach.

II. PRELIMINARY RESULTS

In this section, we explain the basic procedures of fuzzy

model-based control approach for discrete-time nonlinear

systems, servo control for linear discrete systems and the

switching fuzzy model construction method.

A. Fuzzy Model-based Control [7]

Consider the following discrete-time nonlinear system.

x(t+ 1) = f1(x(t)) + f2(x(t))u(t) (1)

y(t) = g(x(t)) (2)
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where x(t) = [x1(t) x2(t) · · · xn(t)]T is the state vector,

u(t) = [u1(t) u2(t) · · · um(t)]T is the input vector, y(t) =
[y1(t) y2(t) · · · yp(t)] is the output vector. For the above

nonlinear system, by applying sector nonlinearity concept

[7], we can obtain the following T-S fuzzy model.

Rule i : IF z1(t) is Mi1 and · · · and zℓ(t) is Miℓ

THEN

{
x(t+ 1) = Aix(t) + Biu(t)
y(t) = Cix(t)

(3)

where, i = 1, 2, · · · , r and r is the number of fuzzy model

rules. Mij is the fuzzy set. zj(t) is the known premise

variable. The fuzzy reasoning process is defined as

x(t+ 1) =

r∑

i=1

wi(z(t)) (Aix(t) + Biu(t))

r∑

i=1

wi(z(t))

=
r∑

i=1

hi(z(t)) (Aix(t) + Biu(t)) (4)

y(t) =

r∑

i=1

wi(z(t))Cix(t)

r∑

i=1

wi(z(t))

=

r∑

i=1

hi(z(t))Cix(t) (5)

where

z(t) = [z1(t) z2(t) · · · zℓ(t)]

wi(z(t)) =

ℓ∏

j=1

Mij(zj(t)), hi(z(t)) =
wi(z(t))

r∑

i=1

wi(z(t))

Mij(zj(t)) is the grade of membership of zj(t) in Mij .

wi(z(t)) and hi(z(t)) have the following properties.

r∑

i=1

wi(z(t)) > 0, wi(z(t)) ≥ 0, ∀i

r∑

i=1

hi(z(t)) = 1, hi(z(t)) ≥ 0, ∀i

To stabilize the T-S fuzzy model (4), we employ the

so-called parallel distributed compensation (PDC) control

approach [2], [3]. The PDC fuzzy controller is represented
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as

u(t) = −

r∑

i=1

hi(z(t))Kix(t) (6)

where Ki is a feedback gain. The PDC fuzzy controller

design is to determine the feedback gain Ki. By substituting

(6) into (4), the overall fuzzy control system is represented

as follows:

x(t+ 1)=

r∑

i=1

r∑

j=1

hi(z(t))hj(z(t)) (Ai − BiKj)x(t) (7)

The feedback gain Ki is determined by solving Theorem 1.

Theorem 1: [7] If there exist positive definite matrix X

and M i satisfying (8), (9) and (10), then the fuzzy model

(4) can be stabilized by the fuzzy controller (6).

X > 0, (8)
[

X XAT
i − MT

i BT
i

AiX − BiM i X

]

> 0, ∀i, (9)









X

1
2

{

XAT
i − MT

j BT
i

XAT
j − MT

i BT
j

}

1
2 {AiX − BiM j

AjX − BjM i}
X









> 0, (10)

∀i, i < j,

where Ki = M iX
−1.

B. Servo Control for Discrete-time Linear Systems

In this section, we explain the servo control for discrete-

time linear systems [8]. Consider the following linear system.

x(t+ 1) = Ax(t) + Bu(t) (11)

y(t) = Cx(t) (12)

For the above linear system, we consider the servo control

problem, that is, the control problem to make the output y(t)
converge to the certain target point r, where r is the constant

vector. We assume that all states are measurable.

Firstly, we define the difference ∆x(t) between x(t) and

x(t+ 1) and the error vector e(t) as follows:

∆x(t) = x(t+ 1) − x(t) (13)

e(t) = y(t) − r (14)

e(t+ 1) = y(t+ 1) − r

= y(t+ 1) − y(t) + y(t) − r

= C∆x(t) + e(t) (15)

Then, the next state of the difference can be obtained as

follows:

∆x(t+ 1) = x(t+ 2) − x(t+ 1)

= Ax(t+ 1) + Bu(t+ 1) − Ax(t) − Bu(t)

= A∆x(t) + B∆u(t) (16)

where ∆u(t) = u(t+ 1) − u(t).

Next, we construct the following augmented system by

adding (15) and (16).
[

∆x(t+ 1)
e(t+ 1)

]

=

[
A 0

C I

] [
∆x(t)
e(t)

]

+

[
B

0

]

∆u(t)

= Â

[
∆x(t)
e(t)

]

+ B̂∆u(t) (17)

Finally, we design the following dynamic controller to sta-

bilize the augmented system (17).

∆u(t) = −K

[
∆x(t)
e(t)

]

(18)

where K is a feedback gain. The controller design is to

determine the feedback gain K . By substituting (18) into

(17), we can obtain the following linear control system.
[

∆x(t+ 1)
e(t+ 1)

]

=
(

Â − B̂K
)[

∆x(t)
e(t)

]

(19)

The feedback gain K is determined by solving Theorem 2.

Theorem 2: If there exist positive definite matrix X and

M satisfying (20) and (21), then the augmented system (17)

can be stabilized by the dynamic controller (18).

X > 0, (20)
[

X XÂ
T
− MT B̂

T

ÂX − B̂M X

]

> 0, (21)

where K = MX−1 and u(t+ 1) = u(t) + ∆u(t).
By using the designed controller, we can make the output

y(t) of the linear system (11) converge to the target point r.

C. Switching Fuzzy Model Construction

In this section, we show the switching fuzzy model

construction method [11], [12].

1) Switching Planes and Continuity Matrix: To begin

with, determine the dividing planes. We assume that the

dividing planes contain the origin. Dividing planes are rep-

resented by the following linear equations.

λγ1x1 + λγ2x2 + · · · + λγnxn = Λγx = 0

where γ = 1, 2, · · · ,Γ and Γ is the number of dividing

planes. We define Region Rq constructed by dividing planes

as follows.

Definition 1: One dividing plane divides the input space

into the following two regions.

Sγ = {x|Λγx ≥ 0} , Sγ = {x|Λγx ≤ 0}

The input space is divided into Q regions by Γ dividing

planes. Note that Q = 2Γ is not necessarily satisfied. One

region constructed by dividing planes is defined as follows:

Rq = {x|Λ1x ≥ 0,Λ2x ≤ 0,Λ3x ≤ 0,

Λ4x ≥ 0, · · · ,ΛΓx ≥ 0}

We represent the region as follows:

Rq(s1, s2, s3, s4, · · · , sΓ)

s1 = 1, s4, · · · , sΓ = 1, s2, s3 = 0
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or

Rq(1, 0, 0, 1, · · · , 1)

where

sγ =

{
1 Λγx ≥ 0
0 Λγx ≤ 0

Next we define the continuity matrix Kq ∈ R
(2Γ+n)×n.

Definition 2:

Kq =
[

ηq11Λ
T
1 ηq12Λ

T
2 · · · ηq1ΓΛ

T
Γ

−ηq21Λ
T
1 − ηq22Λ

T
2 · · · − ηq2ΓΛ

T
Γ In

]T

where

ηq1γ =

{
1 Rq ∈ Sγ

0 Rq /∈ Sγ
ηq2γ =

{
1 Rq ∈ Sγ

0 Rq /∈ Sγ

Sγ = {x|Λγx ≥ 0}, Sγ = {x|Λγx ≤ 0}.

The continuity matrix Kq satisfies the following condition

on region boundaries.

Kq1
x = Kq2

x, x ∈ Rq1
∩Rq2

.

2) Switching Fuzzy Model Construction: Consider the

following nonlinear function.

y = f(x) = f(x1, x2, · · · , xn) (22)

where f(0) = 0. By solving the following conditions, we

can construct the tight sector which can cover the nonlinear

function (22) and satisfies the continuity on region bound-

aries.

minimize
a1,a2

Q
∑

q=1

|Yq1(a1) − Yq2(a2)| (23)

subject to

yq1(a1,x) − f(x) ≥ 0, x ∈ Rq, ∀q

f(x) − yq2(a2,x) ≥ 0, x ∈ Rq, ∀q

where

ai = [ ai1 ai2 · · · ai(2Γ+n) ]

Yqi(ai) = aiKqDq

Dq =

∫

· · ·

∫ ∫

Rq

x dx1dx2 · · ·dxn

yqi(ai,x) = aiKqx

|x1| ≤ d1, |x2| ≤ d2, · · · , |xn| ≤ dn

The sector in qth region is represented by the following two

linear models.

yq1(x) = a1Kqx (24)

yq2(x) = a2Kqx (25)

By using (24) and (25), the switching fuzzy model can be

constructed as follows:

Region q :

Rule 1 : IF (x1, · · · , xn) is hq1

THEN yq1 = a1Kqx

Rule 2 : IF (x1, · · · , xn) is hq2

THEN yq2 = a2Kqx

The membership function can be represented by the follow-

ing equations.

hq1(x) =
f(x) − yq2(x)

yq1(x) − yq2(x)

hq2(x) =
yq1(x) − f(x)

yq1(x) − yq2(x)

where hq1(x) ≥ 0, hq2(x) ≥ 0 and hq1(x) + hq2(x) = 1.

The fuzzy reasoning process is defined as

y =

Q
∑

q=1

2∑

i=1

vq(x)hqi(x)aiKqx

where

vq(x) =

{
1, x ∈ Rq,
0, x /∈ Rq.

Remark 1: We show the important property of the

switching fuzzy model construction. Consider the following

nonlinear functions.

ψ1 = f(φ1)

ψ2 = f(φ2)

where φ1 = [φ11 · · · φ1n] and φ2 = [φ21 · · · φ2n]. ψ1

and ψ2 are scalar outputs. We construct difference function

which consists of above two functions.

y = F(φ1,φ2) = f(φ1) − f(φ2)

By using the switching fuzzy model construction method,

the difference function can be converted into the switching

fuzzy model which is linear with respect to φ1 − φ2.

We define the following n dividing planes.

φ11 − φ21 = 0

φ12 − φ22 = 0
...

φ1n − φ2n = 0

By solving the switching fuzzy model construction condition

(23) with ai = [ai1 ai2 · · · ain 0 · · · 0], then we can obtain

the following sector.

yq1(φ1,φ2) = a1Kq[φ
T
1 φT

2 ]T = âq1(φ1 − φ2)

yq2(φ1,φ2) = a2Kq[φ
T
1 φT

2 ]T = âq2(φ1 − φ2)

where âq1 = [aq11 aq12 · · · aq1n] and âq2 =
[aq21 aq22 · · · aq2n]. This means that we can obtain the

following switching fuzzy model.

y = f(φ1) − f(φ2)

=

Q
∑

q=1

2∑

i=1

vq(φ1 − φ2)hqi(φ1,φ2)

×âqi(φ1 − φ2)

The switching fuzzy model is linear with respect to φ1−φ2.

We utilize the above switching fuzzy model in Section III-A.
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Fig. 1. Sectors which cover the nonlinear function (27).

[Example]

We consider the following difference function.

y = f(φ1) − f(φ2) (26)

= sin(φ11 − 0.5φ12) − sin(φ21 − 0.5φ22)

where φ1 = [φ11 φ12]
T and φ2 = [φ21 φ22]

T . By solving

the condition (23) with the following dividing planes

φ11 − φ21 = 0, φ12 − φ22 = 0,

we can obtain the following switching fuzzy model.

y =

4∑

q=1

2∑

i=1

vq(φ1 − φ2)hqi(φ1,φ2)

×âqi(φ1 − φ2)

where

â11 = [1 0.5], â12 = [−1 − 0.5],

â21 = [−1 0.5], â22 = [1 − 0.5],

â31 = [−1 − 0.5], â32 = [1 0.5],

â41 = [1 − 0.5], â42 = [−1 0.5],

hq1(φ1,φ2) =
y − âq2(φ1 − φ2)

âq1(φ1 − φ2) − âq2(φ1 − φ2)

hq2(φ1,φ2) =
âq1(φ1 − φ2) − y

âq1(φ1 − φ2) − âq2(φ1 − φ2)
.

Fig. 1 shows sectors (linear planes) and values of the

nonlinear function (dots). X-axis represents x1 − x3. Y-axis

represents x2 − x4. All dots are covered by linear planes.

III. FUZZY MODEL-BASED SERVO CONTROL FOR

NONLINEAR SYSTEMS

In this section, we propose the servo control to make the

output y(t) converge to the target point r for discrete-time

nonlinear systems using the switching fuzzy model-based

nonlinear control approach.

Consider the following discrete-time nonlinear system.

x(t+ 1) = f (x(t),u(t)) (27)

y(t) = g(x(t)) (28)

We assume that f and g are known. Note that (27) is a

more general form than (1). We define the error vector e(t)
as follows:

e(t) = y(t) − r (29)

A. Construction of Augmented Fuzzy System

Firstly, we construct the following time-difference system.

∆x(t+ 1) = F(x(t),u(t),x(t+ 1),u(t+ 1))

= f(x(t+ 1),u(t+ 1)) − f (x(t),u(t)) (30)

Then, by time-shifting error vector (29), we can obtain the

following equation.

e(t+ 1) = y(t+ 1) − r

= g(x(t+ 1)) − g(x(t)) + g(x(t)) − r

= g(x(t+ 1)) − g(x(t)) + e(t) (31)

Next, by adding (30) and (31), the augmented system is

constructed as follows:
[

∆x(t+ 1)
e(t+ 1)

]

=

[
f(x(t+ 1),u(t+ 1)) − f(x(t),u(t))
g(x(t+ 1)) − g(x(t)) + e(t)

]

(32)

By applying switching fuzzy model construction method,

which is described in Remark 1, to each nonlinear function

in the augmented system (32), we can obtain the following

augmented switching T-S fuzzy model.

[
∆x(t+ 1)
e(t+ 1)

]

=

Q
∑

q=1

r∑

i=1

vq(∆x(t),∆u(t))

×hqi(x(t),x(t+ 1),u(t),u(t+ 1))

×

([
Aqi 0

Cqi I

] [
∆x(t)
e(t)

]

+

[
Bqi

0

]

∆u(t)

)

(33)

where dividing planes for the switching fuzzy model con-

struction are defined as follows:

x(t) − x(t+ 1) = 0

u(t) − u(t+ 1) = 0

The number of dividing planes are Γ = n+m.

B. Dynamic Fuzzy Servo Controller Design

In this section, we design the dynamic switching fuzzy

controller for the augmented switching T-S fuzzy model (33).

Consider the following stable linear system.

∆x̂(t+ 1) = αI2Γx̂(t) (34)

where |α| < 1, I2Γ is an identity matrix, x̂(t) =
[x̂1(t) x̂2(t) · · · x̂2Γ(t)]T is a state vector for the linear

system (34).

To stabilize the augmented switching T-S fuzzy model

(33), we propose the following dynamic switching fuzzy

servo controller.

∆u(t+ 1) =

Q
∑

q=1

r∑

i=1

vq(∆x(t),∆u(t))

×hi(x(t),x(t+ 1),u(t),u(t+ 1))

× (F 1qi∆x(t) + F 2qie(t)

+F 3qi∆u(t) + F 4qix̂(t)) (35)
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where F 1qi, F 2qi, F 3qi, F 4qi are feedback gains. By

utilizing the dynamic controller, note that the membership

function hi(x(t),x(t+ 1),u(t),u(t+ 1)) can be calculated

although the membership function includes the time-shifted

control input u(t+1). By adding the dynamic state feedback

controller (35) and stable linear system (34) to the augmented

switching T-S fuzzy model (33), we define the following

augmented control system.

x̃(t+ 1) =

Q
∑

q=1

r∑

i=1

vq(x̃(t))

×hqi(x(t),x(t+ 1),u(t),u(t+ 1))Âqix̃(t) (36)

where x̃(t) = [∆xT (t) eT (t) ∆uT (t) x̂
T (t)]T

Âqi =







Aqi 0 Bqi 0

Cqi I 0 0

F 1qi F 2qi F 3qi F 4qi

0 0 0 αI2Γ







Fuzzy dynamic system (36) can be rewritten as follows:

x̃(t+ 1) =

Q
∑

q=1

r∑

i=1

vq(x̃(t))

×hqi(x(t),x(t+ 1),u(t),u(t+ 1))

×
(

Ãqi + B̃F̃ qiEq

)

x̃(t) (37)

where

Ãqi =







Aqi 0 Bqi 0

Cqi I 0 0

0 0 0 0

0 0 0 αI2Γ







B̃ =







0 0 0 0

0 0 0 0

W 1 W 2 W 3 W 4

0 0 0 0







where F̃ qi ∈ R(2Γ+n+m+p)×(2Γ+n+m+p) is a feedback gain

and

Eq = [Kq K⊥

q ] (38)

K⊥

q is the orthogonal complement of Kq . Note that Eq

becomes a nonsingular matrix because of the property of

the orthogonal complement. W 1 ∈ Rm×n, W 2 ∈ Rm×p,

W 3 ∈ Rm×m and W 4 ∈ Rm×(2Γ) are arbitrary full row

rank matrices, that is,

rank(W 1) = rank(W 2) = rank(W 3) = rank(W 4) = m

[W 1 W 2 W 3 W 4]F̃ qiEq = [F 1qi F 2qi F 3qi F 4qi]

The feedback gain F̃ qi can be determined by solving con-

troller design conditions (39) and (40) in Theorem 3. Note

that (39) and (40) are represented in terms of LMIs. Hence

we can effectively determine the feedback gains by computer

software like MATLAB.

Theorem 3: If there exist positive definite matrix

X ∈ R(2Γ+n+m+p)×(2Γ+n+m+p) and M qi ∈

R(2Γ+n+m+p)×(2Γ+n+m+p) satisfying (39) and (40) and

the initial state is x̃(0) = [∆xT (0) eT (0) ∆uT (0) 0
T ]T ,

then the augmented system (33) can be stabilized by the

switching fuzzy dynamic controller (35).

X > 0, (39)
[

X XE−T
q AT

qi − MT
qiB

T

AqiE
−1
q X − BM qi E−1

q XE−T
q

]

> 0,

∀i, q, (40)

where F̃ qi = M qiX
−1.

(Proof) It can be proven from the combination of the proofs

of the continuous-time switching fuzzy controller design

[11], [12] and discrete-time PDC fuzzy controller design [7].

By using the designed controller, we can make the output

y(t) of the nonlinear system (27) converge to the target point

r.

Remark 2: Note that we discuss the system trajectory

with the initial state x̃(0) = [∆xT (0) eT (0) ∆uT (0) 0
T ]T .

Therefore, the controller (35) reduces to (41), which do not

include the augmented state x̃(t), although we employ (35)

in the derivation of the LMIs.

∆u(t+ 1) = −

Q
∑

q=1

r∑

i=1

vq(∆x(t),∆u(t))

×hi(x(t),x(t+ 1),u(t),u(t+ 1))

× (F 1qi∆x(t) + F 2qie(t) + F 3qi∆u(t)) (41)

Remark 3: To guarantee the stability of (27), we suppose

that the trajectory of a system can not stay on the region

boundaries. Hence, most kind of sliding modes are excluded

[13].

The switching fuzzy model construction based on sector

nonlinearity requires to consider constraints on control inputs

and outputs. Theorem 4 gives an LMI constraint on the

control inputs and outputs.

Theorem 4: [9] Assume that initial condition x̃(0) is

known. The constraints ‖∆ui(t)‖ ≤ µi and ‖∆xi(t)‖ ≤ µi

is enforced at all times if the LMIs
[

1 x̃T (0)

ỹ(0) E−1
q XE−T

q

]

≥ 0, (42)

[

E−1
q XE−T

q E−1
q XE−T

q C̃
T

i

C̃iE
−1
q XE−T

q µ2
i I

]

≥ 0, (43)

hold, where C̃i is the vector to determine which input or

output is constrained, that is, ∆ui(t) = C̃ix̃(t) or ∆xi(t) =
C̃ix̃(t) where,

C̃i = [

n
︷︸︸︷

0

p
︷︸︸︷

0

m
︷︸︸︷
e1i

2Γ
︷︸︸︷

0 ] for ∆ui(t)

C̃i = [

n
︷︸︸︷
e2i

p
︷︸︸︷

0

m
︷︸︸︷

0

2Γ
︷︸︸︷

0 ] for ∆xi(t)

e1i ∈ R1×m and e2i ∈ R1×n are vectors whose ith element

is 1 and all the other elements are 0.

4885



0 50 100 150 200
−4

−3

−2

−1

0

1

2

3

4

Time

x 1
, x

2

x1

x2

Fig. 2. Control result.

0 50 100 150 200
−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

Time

In
p

u
t 

 u

Fig. 3. Control input.

IV. DESIGN EXAMPLE

To illustrate the utility of this servo control approach, we

show a simulation example.

Consider the following nonlinear system.

x(t+ 1) =

[
x1(t+ 1)
x2(t+ 1)

]

=

[

x1(t) + 0.1x2(t) + 0.1u(t)

sin(x1(t) + 0.5x2(t)) + u(t)

]

(44)

y(t) = x1(t) (45)

For the above nonlinear system, firstly, we construct the aug-

mented switching fuzzy model (33) by applying the switch-

ing fuzzy model construction method which are described

in Section III-A and Remark 1. We select the following two

dividing planes.

x1(t+ 1) − x1(t) = 0

x2(t+ 1) − x2(t) = 0

The state space is divided into 4 regions by the dividing

planes. Next, we construct the augmented switching control

system (37) with α = 0.5, W 1 = [1 1], W 2 = W 3 = 1,

W 4 = [1 1 1 1]. Finally, by solving Theorem 3, we can

design the switching fuzzy servo controller (35).

Figures 2 and 3 show the control result and the control

input, where initial state is x(0) = [3 1]T , u(0) = 0,

∆u(0) = 0 and target point is r = −2. By using the designed

controller, the output of the nonlinear system (44) converges

to the target point. Figs. 4 and 5 show other simulation results

using the same controller. Both of initial states are [3 1],
[−7 2], [−4 − 2], and [10 − 4]. Target points are r = −2
for Fig. 4 and r = 7 for Fig. 5. All outputs converge to each

target point.

V. CONCLUSIONS

This paper has presented servo control for discrete-time

nonlinear systems using the switching fuzzy model-based

control approach. We have proposed the construction method

of augmented switching fuzzy servo control system for

discrete-time nonlinear systems. Moreover, we have intro-

duced the switching fuzzy servo controller which can make

outputs of the nonlinear systems converge to target points,

and derive the controller design conditions in terms of LMIs.

A design example has illustrated the utility of this approach.

Our future work is to apply this approach to complicated

discrete-time nonlinear systems.
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Fig. 4. Simulation results. r = −2.
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