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Identification of continuous-time ARX models using sample
cross-covariances

Magnus Mossberg

Abstract— The problem of estimating the parameters of a
continuous-time ARX (CARX) process from discrete-time data
is studied. In the proposed solution, an expression for the cross-
covariance function between the input and the output signal of
the CARX process is derived. This expression is parameterized
by the unknown and searched parameters. The parameters are
estimated by fitting the theoretical expression for the cross-
covariance function to sample cross-covariances.

I. INTRODUCTION

Mathematical models of continuous-time stochastic sys-
tems are of fundamental importance in control design for
such systems, [1]-[3]. One of the most common and useful
standard model structures is the CARX model

A(p)y(t) = B(p)u(t) + e(t), (1
where
Alp) =p" +aip" ' +... +ay, 2)
B(p) =bip" ' + ... + by, (3)
E{e(t)e(s)} = 026(t — s) 4)

and where p denotes the differentiation operator, y(t) is the
output signal, u(t) is the input signal, e(t) is a continuous-
time white noise source, and d(+) is the Dirac delta function.
Note that the continuous-time white noise does not exist per
se, but that the spectrum

o2

A(iw)A(—iw) )
of the noise part of the output signal y(t) is modeled well,
using the description (1)—(4).

The output signal is observed, together with the known
input signal, at times ¢ = h,2h,3h,...,Nh, and the
problem of interest in this paper to estimate the parameter
vector

p(w) =

Bz[al,.. ]T

(6)
from the discrete-time data. This problem is considered in
[4], where the derivatives are approximated by discrete-
time differences. This leads to a linear regression and
the parameter vector can be obtained by the least squares
method. Since the continuous-time parameterization is kept
throughout the estimation procedure and there is no need
for a discrete-time model description in some intermediate
step, it is an example of a direct approach. The following
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advantages hold for the approach in [4] (and for most other
direct approaches):

o Good numerical properties for fast sampling, [5], [6].
o Easy applicability for the case of non-uniform sam-
pling, [7].

o Computational efficiency.
However, the choice of derivative approximation is crucial
for the approach to give unbiased estimates, [8], [9], see
also [10] for an analysis. This is the main disadvantage of
direct approaches.

The other class of methods for identifying continuous-
time models are the indirect approaches. These are charac-
terized by the following steps:

1) Transform the continuous-time model into a discrete-
time model, [11], [12].

2) Estimate the parameters in the discrete-time model.

3) Map the estimated discrete-time model parameters
onto the searched continuous-time model parameters.

An advantage with the indirect approaches is that a variety
of powerful estimation techniques, such as the prediction
error method, [13], [14], are available for the estimation
in Step 2. However, the main drawback of the indirect
approaches is the mapping in Step 3. The problem is that no
closed-form expression for the mapping of the zeros exists,
[15]-[17]. Another drawback is that the transformation in
Step 1 may give rise to numerical problems for small
sampling intervals h, since the continuous-time poles tend
to z = 1 when h — 0, [18], [19]. A comprehensive
overview of both indirect and direct approaches is found
in [17].

The idea presented in this paper is to first find an expres-
sion for the cross-covariance function between the input
and output signal of the CARX process. This expression is
parameterized by the continuous-time parameters {a;}? ;
and {b;}7_,. The parameters are then determined by fitting
the parameterized cross-covariance function to a cross-
covariance function estimated from discrete-time data. The
proposed approach is a direct approach in the sense that the
continuous-time parameterization is kept through the whole
identification procedure. Techniques similar to the one
proposed here are found in the literature for discrete-time
systems. For example, suboptimal methods based on sample
covariances for estimating the parameters of discrete-time
ARMA process parameters, are found in [20], [21] and the
references therein.

State space descriptions for the CARX process are given
in the next section. Thereafter, the cross-covariance function
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between the input signal «(t) and the output signal y(t)
is derived. The estimation is described in Section IV, and
sampling of a continuous-time stochastic model is described
in Section V. The proposed approach is illustrated by means
of numerical studies in Section VI, followed by conclusions
and a discussion about future work in the last two sections.
In the paper, the notational convention Oy, |¢,) is used for
a zero matrix of dimension (¢;|¢3).

II. STATE SPACE REPRESENTATIONS

A state space description of the CARX process (1)—(4)
is given in this section. First, an input signal is represented
on state space form. This representation is needed for the
state space representation of the output signal of the CARX
process.

A. The input signal

Assume that the process (1) operates in open loop and
that u(t) is given by a continuous-time ARMA (CARMA)
process

(P™ + arp™ 4+ oy ) u(t)

m ma— (7
= (’YOp 2+ yp™? ! +.. +7m2) U(t),
E{v(t)v(s)} = opd(t — s), ®)
where
my > ma + n. 9
Introduce a state space representation for wu(t)as
z(t) = Fuz(t) + guv(t), (10)
u(t) = hlz(t). (11)
One possible choice of F,,, g, and h,, in (10)—(11) is
— Q1 1
F, = ; (12)
(m1]my) 1
Qmyy
T
u = [O(I\mlfmzfl)f)/()a-~-a7m2} ) (13)
(m1]1)
T
h, = [170(1|m1—1)] (14)
(1lm1)

which gives an observable canonical form.

The input signal must not necessarily be chosen as
a CARMA signal. However, the identification approach
presented in this paper presupposes that a state space
description of the input signal is given. The choice of a
CARMA signal is motivated by the fact that by varying
{a;};2% and {v;};"2, this general signal description can
describe many different input signals.

B. The output signal

The output signal y(¢) of the CARX process of order n,
given by (1), can be represented in state space form as

x(t) = Fx(t) + g1v(t) + gee(t), (15)
y(t) = h'x(1), (16)
where
_|xa(t)
xt = |20 (1)
T — T
xi(t) = [p"My(1), .. y(®)] (18)
x2(t) = z(t), (19)
and F, g, g» and h are given by
[F11 Fio
F - , 20
(n+m1|n+mq) _F21 F22:| ( )
[—ay —a,
1
Fi = ) ; 1)
(n|n) T
I 1
hIFr-!
_b1 b, :
Fi, = - , (22)
(nfm:) O(n—1jn) hIF,
hy
F21 = 0(m,n); (23)
Foo =F,, (24)
(m1|ma)
71T
g1 = [0, 8] (25)
(nt+mq]1)
T
g2 = [L,00jntm,—1)] > (26)
(n+m1|1)
T
h = [04m_1,1,0010m 27
i = [0ain-1: 1,00 )] @7

It should be emphasized that the state space representations
chosen here are of course not the only possible choices. The
state space forms are used in the next section for finding
an expression for the cross-covariance function between the
input and output signal.

III. THE CROSS-COVARIANCE FUNCTION

The covariance matrix Ry of the state vector x(t) is given
from a continuous-time Lyapunov equation, [12],

FR, + R.F” o Ol fei] _
x + Rx + [gl gQ] 2 T — 0. (28)
0 o7] &

The covariance function Ry (7) of x(t) is evaluated, using
the solution to (15), as

Rx(7) = E{x(t + 7)x" (1)}

= E{e"x(¢t)
t+1
+/ P (g1 g [28] ds}x" ()
= eFTtRx.

(29)
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This gives, together with (16) and

u(t) = kTx(t), (30)

where

K= [0(1|n)7h5]T7 (3D

that the cross-covariance function r,, (7) between y(t) and
u(t) can be expressed as

Tyu(T,0) = E{y(t + mul (1)} = KT R, (7)k. (32)

Here, the dependency on the parameter vector 6 in (6) is
emphasized. The theoretical expression (32) for the cross-
covariance function is used in the next section, together
with sample cross-covariances, for estimating the parameter
vector 6.

IV. ESTIMATION

Assume that the output signal y(¢) of a stationary CARX
process is observed, together with the known input signal
u(t), at the sampling instants ¢ = h,..., Nh. A natural
estimator of the cross-covariance function 7, (7) in (32) is
then
1 N-—T1

Dyt +7) =iy (u(t) — 1), (33)

N —T1
t=1

Pyu(T) =

where ¢ and 7, 7 > 0, are multiple integers of the sampling
interval h, and

L1 oLy

Assume that #,,(7) and ry,(7,0) are available for 7 =

0,...,Tmax, and define the loss function
Tmax . 9
V(0) = (fyu(r) = ryu(r,0)) (35)
7=0
from which an estimate  is obtained as
0 = arg mein v (0). (36)

Instead of defining a criterion function based on the cross-
covariances, an alternative is to consider

Tmax

J(0) = (7y(7) —1y(.0))°,

7=0

(37

i.e., a criterion function based on covariances of y(t), from
which an estimate @ is obtained as

0 = arg min J(6). (38)
Here,
ry(1,0) = B{y(t + 7)y" ()} = h"Ry(m)h,  (39)
and
1 N-—T
Fy(r) = 5= D_ (Wit +7) =1y (y(t) — 1y, (40)
t=1

where ¢t and 7, 7 > 0, are multiple integers of the sampling
interval h. However, it can be argued that the loss function
(35) may be a better choice for estimation problems, such
as this, where an input signal is present. The reason is that
the cross-correlation between a known signal u(t) and a
measured signal y(t) is estimated in 7, (7), which is later
used in (35). This is in contrast to (37), where the estimated
correlation function 7,(7) between different samples of a
measured signal y(t) is used. An interpretation of this is
that the information about the known input signal is better
utilized in (35) than in (37). Of course, for systems where
no input signal is present, the only alternative is to consider
loss functions similar to (37). This is done for discrete-time
stochastic processes in [20] and [21], and for continuous-
time stochastic signals in [22].

V. SAMPLING

The generation of discrete-time data from a CARX
process is described in this section. The results presented
here are used when generating data for the numerical study
in Section VI.

Let the sampling instants be t = h, ..., Nh. Integration
of the process (15) over one sampling period gives

x(kh + h) = e¥'x(kh)

+/k:h+h eF(kh+th—s) [g1 gz] [zgz;] ds

2 Fux(kh) + w(kh)
(41)

with k being an integer. The random variable w(kh) is
discrete-time white noise with covariance matrix

C, =E{wkh)wl(kh)} =... =

h 2 T
Fs o, 0 gl} FTs
= e e ds.
/o &1 &) {0 03] [gQT

The model (41) is therefore a standard discrete-time sto-
chastic state space model and it has the same covariance
function, measured at multiples of the sampling interval, as
the original continuous-time process (15). It also holds that
the discrete-time spectral density tends to the continuous-
time spectral density as the sampling interval tends to zero.
More material on sampling of stochastic processes can be
found in [11] and [12].

(42)

VI. NUMERICAL STUDIES

Data are generated after instantaneous and exact sam-
pling, as described in Section V, of a second order CARX
process

(P? + a1p + a2) y(t) = (b1p + b2) u(t) + e(t),
where e(t) is a continuous-time white noise source with
0?2 =1, and the input signal u(t) is given by a continuous-
time AR(3) process

(43)

(p° + a1p® + cap + a3) u(t) = you(t) (44)
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with v(t) being a continuous-time white noise source with
02 = 1. All parameters, except o, are chosen equal
to 2. The parameter 7, is used to obtain different values
of the signal-to-noise ratio (SNR), as defined below. The
parameters in (43) are estimated MC= 100 times in four
different Monte Carlo studies. In these studies, the influence
of the following four different quantities on the quality of
the estimates, are studied in Examples 1-4, respectively:

1) The sampling interval h.

2) The SNR, defined as

_ E{ya(®)}
E{y2(t)}’

where vy, (t) and y.(t) are defined in

y(t) = igg

SNR (45)

1 A
u(t) + ) e(t) = yu(t) + ye(t),
(46)

where the two terms in (46) are independent.
3) The maximum value 7p.x for which the cross-
covariances are considered in the loss function (35).
4) The total measurement time N h.

Example 1: The influence of h. The sampling interval
h is varied in the interval [0.1,2], with N = 20000,
SNR = 25 dB, and 7,.x = 50. The mean values and the
empirical standard deviations for the estimates of a; and by
are shown in Fig. 1. The estimates of as and by have similar
properties as the estimates of a; and by, and are therefore
not shown. From the simulations, it is evident that 2 must be
chosen in a rather narrow interval, if parameter estimates
of low variance are to be obtained. This is in agreement
with the results in [23], which show that the Cramér-Rao
lower bound (CRB) is changing drastically with h. For this
particular system, h should ideally be chosen somewhere in
the interval [1,2].

To illustrate the accuracy in the estimation of the cross-
covariance function between y(¢) and wu(t), the MC=
100 estimates from the Monte Carlo study are plotted
together with the true cross-covariance function, for h =
0.5, in Fig. 2. It is seen from the graph that the cross-
covariance function is estimated with high accuracy.

Example 2: The influence of the SNR. The SNR is varied
from —1 dB to 35 dB, by changing v in (44). Here, N =
20000, h = 1.5, and Tmax = 50. The mean values and the
empirical standard deviations for the estimates of a; and
by are shown in Fig. 3. The quality of the estimates are
not affected much by the SNR. One possible explanation is
that the input signal is persistently exciting of high order. As
a consequence, the output signal contains a lot of valuable
information about the system to be identified, even for lower
SNRs.

Example 3: The influence of Tmax- The maximum value
Tmax 1S varied in the interval [3,25], with h = 0.5, N =
20000, and SNR = 25 dB. The mean values and the

2.6 2.6

2.4 2.4
2.2 2.2
\ l | % 1 [ ‘ l ] %

1.8 l T 1.8 ‘ T T

1.6 1.6

1'40 0.5 1 1.5 2 1'40 0.5 1 1.5 2

(a) a; (b) by

Fig. 1. The mean values and the empirical standard deviations for the

estimates of (a) a1, and (b) by, as functions of h. Here, MC= 100, N =
20000, SNR = 25 dB, and 7Tmax = 50. The true parameter values are
indicated with solid, horizontal lines.

empirical standard deviations for the estimates of a; and
b1 are shown in Fig. 4. The best results, both in terms of
low bias and low variance, are obtained for 7, = 10. If
Tmax 18 chosen small, the parameter estimates are based on
few, but accurately estimated cross-covariances. However,
a larger number of estimated cross-covariances might be
needed to gather enough information about the system to
be identified. But the estimates of the cross-covariance for
large 7:s are less accurate than for small 7:s, since they are
based on shorter data sets. Therefore, this extra information
might not be beneficial for the quality of the parameter
estimates.

It is also important to stress that the choice of 7y, is
strongly connected to the choices of N and h.

Example 4: The influence of Nh. In a practical scenario,
the total measurement time Nh can be limited. It is there-
fore relevant to study not only the individual effects of N
or h separately, but also how N and h should be chosen
for a given value of Nh. Here, Nh = 2000, h is varied in
the interval [0.1,1.5], and N is chosen so that Nh = 2000.
Moreover, SNR= 25 dB, and 7,.x = 20. The mean values
and the empirical standard deviations for the estimates of a;
and b; are shown in Fig. 5. The unambiguous conclusion
from the simulation is that the shortest sampling interval
in the range studied here should be chosen. An obvious
motivation for this choice is that it gives the largest data set
for the estimation of the cross-covariance function.

VII. CONCLUSIONS

The problem of estimating the parameters in a CARX
model from discrete-time data was studied. Here, the
problem was solved by using the cross-covariance func-
tion between the input and output signal. More exactly,
an expression for the cross-covariance function was first
derived. This expression, which is parameterized by the
searched parameters, was then compared with sample cross-
covariances in a criterion function. The parameter estimates
were finally obtained by minimizing the criterion function.

The proposed solution keeps the continuous-time parame-
terization throughout the identification process. However,
in contrast to most direct approaches for identification
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40

3% 10 20 30 40 50

Fig. 2. The MC= 100 estimates of the cross-covariance function between
y(t) and u(t) (solid lines), and the true cross-covariance function (dashed
line), for N = 20000, h = 0.5, SNR = 25 dB, as functions of 7.

2.6 2.6

2.4 2.4

2.2 2.2

) % ] A I |
ol DT T
1.6 1.6

14 0 10 20 30 14 0 10 20 30

(a) a (b) by

Fig. 3. The mean values and the empirical standard deviations for the

estimates of (a) ay, and (b) by, as functions of the SNR. Here, MC= 100,
N = 20000, h = 1.5, and Tmax = 50. The true parameter values are
indicated with solid, horizontal lines.

of continuous-time models, there is no need to construct
derivatives of signals from discrete-time data. Instead, the
information in the discrete-time data is taken in form of
robustly estimated sample cross-covariances.

VIII. FUTURE WORK

The derivation of an expression for the covariance matrix
of the estimated parameters is planned for future work. Such
an expression can be valid either for a large number of data
N or for a high SNR. It would be interesting to compare
such an expression with the CRB, which is available in [23].
The expression could also be compared with the covariance
matrix derived in [24]. There, the estimates given by a direct
approach were the differentiation operator in (1) is replaced
by an approximation, e.g., the delta operator, is analyzed.

Another issue for the future is to extend the technique
proposed in this paper for recursive identification purposes.
A third issue is to extend the technique to multiple-input-
multiple-output (MIMO) CARX models.
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