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I. INTRODUCTION

The classical Kalman filter provides optimal least-
squares estimates of all of the states of a linear time-varying
system under Gaussian process and measurement noise. In
many applications, however, optimal estimates are desired
for a specified subset of the system states, rather than all
of the system states. For example, for systems arising from
discretized partial differential equations, the chosen subset
of states can represent the desire to estimate state variables
associated with a subregion of the spatial domain. However,
the optimal state estimator for a subset of system states
coincides with the classical Kalman filter.

For applications involving high-order systems, it is
often difficult to implement the classical Kalman filter, and
thus it is of interest to consider computationally simpler
filters that yield suboptimal estimates of a specified subset
of states. One approach to this problem is to consider a
reduced-order Kalman filter, which provides state estimates
that are suboptimal relative to the full-order Kalman filter
[1-5]. Alternative variants of the classical Kalman filter
have been developed for computationally demanding ap-
plications such as weather forecasting [6—11], where the
classical Kalman filter gain and covariance update are
modified so as to reduce the computational requirements.

The present paper is motivated by computationally
demanding data assimilation applications such as those
discussed in [6-9]. For such applications, a high-order
simulation model is assumed to be available, and the
derivation of a reduced-order filter in the sense of [1-5]
is not feasible due to the lack of a tractable analytic model.
We thus consider the use of a full-order state estimator
based directly on the simulation model. However, we do not
seek a filter gain based on the state error covariance matrix,
but rather we consider an adaptive approach based on [12,
13] that depends on measurements that are available during
the tuning phase. Once the tuning phase is complete, the
estimator can be used to estimate the tuning-related outputs
in the event that they are not available. In practice, the
proposed estimator is intended for use as a faster-than-real
time predictor of future values of the tuning-related outputs.

We simulate and perform state-estimation using the
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adaptive disturbance rejection approach on a N-mass se-
rially interconnected mass-spring-damper system. We com-
pare the performance of our approach with the full state
Kalman filter and the spatially constrained Kalman filter.
Finally, we perform state-estimation on a discretized model
(first-order Roe upwind scheme) of 1-D hydrodynamic flow
using the adaptive disturbance rejection approach.

II. SPATIALLY CONSTRAINED STATE ESTIMATION

We begin by considering the discrete-time dynamical
system

Tpy1 = ApTr + Brug + Dy pwg, k>0, 2.1

with output
(2.2)

where x, € R™, u;, € R™*, y;, € R™*, and Ay, By, Cy, are
known real matrices of appropriate size. The input u and
output y; are assumed to be measured, and wy € Rék+1
is zero-mean noise processes with unit variance. Define
Vik = D1pD], € R™X™, Vo £ Doy DTy € RIxX0
and Vi, = Dy D3y € R7 Xl We assume that Vo j, is
positive definite. In discretized PDE models, the dimension
of the state varies at every step depending on the desired
resolution. To encompass such applications we let the
dimension nj of the state z; be time varying, and thus
Ay, € R™+1%7k {3 not necessarily square.

yr = Crap + Do pwy,

For the system (2.1) and (2.2), we consider a state
estimator of the form

1 = Aplr + Brug + T Kk (ye — 9x),
with output

(2.3)

G = Crip, 2.4)

where &, € R™, g, € R, I, € R™+1%Px and K, €
RPx*!x The nontraditional feature of (2.3) is the presence
of the term [, which, in the classical output injection case
is the identity matrix. Here, I, constrains the state estimator
so that only states in the range of [}, are directly affected
by the the gain Kj. For example, [} can have the form
Iy=[0 I, 0 ]T, where I, denotes the r x r identity
matrix. We assume that [} has full column rank for all
k> 0.

. A N
Next, define the state estimation error e, = z — Ik,
and define the cost function

Ji(Kk) = E[(Lker+1)T Lier1), (2.5)

where &[] denotes expected value and L € R *"k+1
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Fig. 1. State estimator cast as a feedback controller in a servo loop

determines the weighting on the components of the error.

Under the given assumptions and in the case in which
I}, is the identity matrix, the minimum covariance controller
is given by the classical Kalman filter. For the case in
which I, # I it can be shown that the filter gain K, that
minimizes Jj in (2.5) is given by

Ki = (I ML) 7 T My Vg V) (2.6)

where M, £ LELk, and ng € R*lk and ‘A/lg_yk € R xle
are defined by

Vz,ké Vo ok + CkaCg7 Vio,k £ Viex + AkaCE- 2.7
The error covariance ) is updated using
Qit1 = AQrA;L + WkLV12,kV2T;3V1r;‘kﬂEL (2.8)
+ Vi — Vl,kvzjjvlg,ky '
where 7, € R™s+1X"k+1 jg defined by
o & T (I My, Iy) ™ T M, (2.9)

and the complementary projector 7y is defined by 7y =
I, — m. Note that both the optimal filter gain K} in
(2.6) and the classical Kalman filter gain depend on the
state covariance matrix, which is propagated by means of
a Riccati equation update. For large scale systems, this
update is computationally demanding, and we thus seek an
alternative approach to state estimation.

To motivate the adaptive partial-state estimator dis-
cussed in the following section, we illustrate the Kalman
filter structure in the form of the closed-loop system shown
in Figure 1, where, for simplicity, we omit the time depen-
dence. We first note that the feedback gain K represents
a MIMO, memoryless controller, that is, a proportional
controller, which can be time varying. Since Figure 1
shows a basic servo loop, classical design considerations
suggest that high gain improves performance subject to
stability considerations. In fact, a high gain K suppresses
the magnitude of y — g, although this performance metric
will not necessarily yield optimal state estimates.

The classical Kalman filter chooses a feedback gain K
that provides optimal estimates of every state rather than
a minimum value of the magnitude of y — ¢. This tuning
is achieved based on knowledge of the state estimate error
as determined online by means of the Riccati update of
the covariance. Alternatively, a feedback gain K can be
designed by means of standard control techniques that do
not require propagation of the state covariance. In this ap-
proach, the controller does not provide an optimal estimate

Fig. 2. Adaptive partial-state estimator using the performance error for
controller tuning
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Fig. 3. Partial state estimation problem using the performance error z — 2
for controller tuning recast as a standard problem.

of the entire state, but rather an estimate of only states (or
combinations of states) modeled by z. For example, if (2.1)
is a linear time-invariant system, then LQG theory can be
used to obtain a feedback controller in the form of a full-
order dynamic compensator with y modeled as the output of
a dynamical system driven by white noise. This approach,
however, is computationally demanding and fails to exploit
the information obtained from measurements of z.

III. ADAPTIVE PARTIAL-STATE ESTIMATION

In this section, we propose an adaptive approach to
tuning the state-estimator feedback controller K in Figure
1. Consider a linear time-invariant system with dynamics
given by

Tht1 = Az + Bug + Diwyg, 3.1

and output

yr = Cxg + Dug + Dowy, (3.2)

where zp € R™, ur € R™, and y, € R!. The input uy,
and output y; are assumed to be measured, and wy € R¢
is zero-mean noise process with unit variance. Next, define
zr € R? by

zr, = Bz, + Eaup + Eowy, 3.3)

This approach is based on the signal z in (3.3) that is
assumed to be available for tuning. The objective of the
estimator is to provide an estimate of z when measurements
of z are not available such as in future prediction. The signal
z can be a subset of the signal y, or it can be an additional
signal. The adaptive partial state estimation problem is
shown in Figure 2. We assume that y;, is available for all
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k > 0 and z; is available for all 0 < k < kg, where kg > 0.
Consider an estimator with dynamics
Tp41 = ATy + Buy + Iy,

Ik = CZp + Duy,

Zr = Eh 2.

(3.4)

The innovations term usually found in the Kalman filter
is incorporated in the controller output u; € RP. As
mentioned in Section 2, I" € R"*P determines the state
estimates that are directly affected by 1. The controller K
is tuned using zp — Zj, for k < kg, and the tuned controller
is then be used to produce estimates 2 of z; for all k£ > k.

The problem in Figure 2 is recast as the standard
problem in Figure 3. Define wy, uy, yr and Z; by

A Uk A
W = | Yk |, Uk = Uk,

2, 3.5)
Uk 2 Yo — T Zk & 2 — Zk.
It then follows from (3.1)-(3.5) that
[z W
DRI
where G has the realization
A D, ! B
G~ | | < 0____&_ (3.7
L e Dy D
with state z and
A2 A, B AT, Dlé[B 0 0],
el _c, D20, D2[0 I 0], (3.8)
E12-E1, €220, &=[0 0 I].
It follows from (3.7) and (3.8) that
s=| & o (3:9)
where
Gzw f [ -Ges 0 I ], G:za f -Gg,r, (3.10)
Ggo = [ —Geg,s I O ] ., G:zz = —-Ge,r

and Gg.g, Gg,r, Gc,p, and G¢,r denote the systems
(A,B,E), (A, T,E), (A, B,C) and (A, I, C), respectively.
The objective of the adaptive disturbance rejection problem
is to minimize ||Zg|| = ||2x — 2||- Note that Zj is available
only for all £ < kg and, since yj, is available for all k£ > 0,
it follows from (3.2), (3.4) and (3.5) that gy, is also available
for all £ > 0.

IV. THE ADAPTIVE TIME-SERIES CONTROLLER

The dynamic compensator K is tuned using an adaptive
algorithm that uses current and past measurements of Zj, and
uy, defined in (3.5). The adaptive algorithm uses the Markov
parameters from the controller output w to the performance
variable Zj in a time-series controller framework [13]. The
Markov parameters are assumed to be known. It follows
from (3.6)-(3.8) that, for + = 0,1, ..., the Markov param-
eters H; € R7*P from the control @y to the performance

variable Zj, are given by

€3 =0 ifi=0
H, = . . ’
‘ {81A”1B = _—E A", ifd > 1. 4.1)
Next, define H €Pe*xP(Petae) py
Ho Hqc 0(1><p Oq><p
g2 | Qo R %)
Ogxp
qup 0q><p Hy Hqc

where the positive integers p. and g. are the controller pa-
rameters that determine the order of the dynamic controller
K. Next, define @, ; € RP+netactre=1) 7, ¢ Rape
and Uj, € RP(Petae) by

Up—1

s|%k—nc—qc—pctl

2
<I>u'y.k': Th—1 LU=

(4.3)

kK

N .

\ZpE :
Zh—pe+1

Uk —pe—qe+1

Uk—nec—qe—pe+11

For all i = 1,...,qc + pe, define L; € RP(Petac)xp by
[ OGi—1)pxp
L, I, “4.4)
L O(Pchqc*i)po
and R; € Rt (netpetqge—1)(p+q) by
a| Rin1 Rinz Riiz Riia Ris
Ri = Ri21 Ri22 Ri2z3 Ri2a Ripos ] ’ 4.5)
where
Ri11 = O0pnpx(i—1)p> Ri12 = In,p,
Ri13 = Onepx ((petac—i)pt (i), Ri1a = Onepxnets
Ri15 = Onepx (petac—i)ls Ri21 = Onix(i-1p, (4.6)
Ri23 = On ix((petac—i)pr(i-nt)s  Ri22 = Ongixi—1)p,
Ri 25 = Opncix(petqe—i)ls Ri24 = In,i-
The adaptive control law given in [13] has the form
U = O R1Puy i, “4.7)
where the controller ©y, is updated using
OJy
Ops1 = O — N ——t. .
k+1 k Nk 20y (4 8)
. 8J . . .
The gradient 56 and the adaptive step size 7 are given
by
aTw & P pors v T
26, S LTHTZ®y, LRy
i=1 4.9)
R 1
Nk = s
(pc + ‘16) Hg{”%‘”q)uy,k‘lg
Petqe
where 7, £ Zp —HU,+H E Lszqu)uy,k
i=1

Assume that an event of interest occurs at k = kg, and
that the signal zj is unavailable for & > ky. The controller
Oy, is updated for 0 < k < kg using (4.8). For k > kg, Zj is
unavailable and hence the controller cannot be tuned using
(4.8). Instead, for all k& > ko, the tuned controller ©y, is
used in (4.7) to produce 4y, that minimizes ||Zg]|.

V. N-MASS SYSTEM EXAMPLE

Consider the N-mass serially interconnected system
shown in the Figure 4. For all i« = 1,..., N, let Tpos;
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Fig. 4. N-Mass System

and xye; be the position and velocity of the ith mass,
respectively. The plant dynamics are given by (3.1)-(3.3),
where the state x is defined by

T
z £ [ Tpos,1  Tvel,1 Tpos,N Tvel,N } (5.1
and, A, B, C, and F; in (3.1)-(3.3) are obtained using a
zero-order hold discretization of the continuous-time model
of the mass-spring-damper system.

Assume that N = 10 so that the system is of order n =
20. The forcing u;, € R? on m; and ms is assumed to be a
multi-tonal sinusoidal signal and is available for all £ > 0.
The forcing wy; € R? on my and my is assumed to be
zero-mean noise with unit covariance and is unavailable for
all £ > 0. Measurement y;, of the positions of ms5 and mg
is available for all £ and measurement zj of the positions
of m7 and myg is available only for k < ko (ko = 1000).
The objective is to estimate the position of m; and mg for
all k& > ko. The sensor noise wy, € R? and ws, € R2?,
corresponding to measurements ¥y and zj, respectively are
assumed to be zero-mean noise with unit covariance so that
wy, defined in (3.1) is given by wy, = [ wi, wy, w3, ]T
for k < kyg.

The estimates from the adaptive disturbance rejection
algorithm are obtained using (3.4), where 4, is produced by
the adaptive controller described in Section 4. Furthermore,
we choose I' = ElT . Since measurements of z; and yy
are available for k < kg, (3.4) is used to evaluate Z; and
Y, to tune the controller using (4.3)-(4.9). After k£ > ko,
measurements of z; are unavailable and the tuned controller
Oy, is used in (4.7) to produce 4y, that affects the estimate
of the position of m7 and mg through I'. The controller is
initialized with ®9 = 0, and we choose n. = 10, p. = 6
and g, = 8.

The state estimates from the spatially constrained
Kalman filter are obtained using (2.3) and (2.4) with A, =
A, By, = B, for k > 0. However, since zj, is available only
for 0 < k < kg, Ci, in (2.4) is given by

Ck:{[ cr Bl }T’

To compare the estimates obtained from the spatially con-
strained Kalman filter with those from the adaptive distur-
bance rejection estimator, we choose I in (2.3) so that only
the estimates of position of m; and mg are in the range of
I". Furthermore, we let Ly = I'T so that only the error in
the estimates of position of my; and mg are weighted in

if 0 < k < ko,

if k> ko. 52)

—— Kalman fitter
Adaptive dist. re}. algorithm

— — Spatially const. Kalman fiter]
Adaptive dist. rej. algorithm

) 500 1000 1500 2000
k

Fig. 6. The square of the error between the actual position of m7 and the
estimates obtained from the three methods, namely, Kalman filter, spatially
constrained Kalman filter and the adaptive disturbance rejection estimator.
State estimation is the performance objective only after k > ko

(2.5).

Figure 5 shows z,,,7, the actual position of m7, when
forced by a sinusoidal input and Gaussian process noise.
The square of the error between the actual position of mz
and the state estimates is plotted in Figure 6.

Next, we consider the adaptive disturbance rejection
estimator when the input uj is unavailable. Assume that
the forcing uy on the mass m; and mg is available only for
0 < k < kinp and not available for k > ki,p. For k < Kinp,
the estimator dynamics and the standard problem is given
by (3.4)-(3.8). For all k& > ki,p, the estimator dynamics
are given by (3.4)-(3.8) with B = 0 and D = 0. Since
uy, does not appear in (4.3)-(4.9), the adaptive disturbance
rejection algorithm does not depend on the availability of
ug. Furthermore, it follows from (3.8), and (4.1) that the
Markov parameters required for the adaptive disturbance
rejection algorithm are the same whether wuy is available or
not.

Note that both the Kalman filter and the spatially
constrained Kalman filter described in Section 2 require that
the plant input uy in (3.1)-(3.3) be known for k& > 0. If uy
is unavailable for all £ > ki,p, the estimator dynamics of
the spatially constrained Kalman filter is given by (2.3) with

A = A,
B = {37
0,

and C}; given by (5.2).

if 0 < k < kinp;

i > K- 53
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Fig. 7. Error in the state estimates using the Kalman filter, spatially
constrained Kalman filter and the adaptive disturbance rejection estimator.
The original mass-spring-damper system is of order n = 20, however the
adaptive controller of order n. = 2 yields better estimates of x7 pos than
the Kalman filter and the spatially constrained Kalman filter.

The Kalman filter and the spatially constrained Kalman
filter propagate the state error covariance at every time step.
Since n = 20 in our example, Q, € R?°%20 in (2.8)
irrespective of the number of states we need to estimate.
However, the order n. of the adaptive controller can be
chosen smaller than n so that the computational burden of
using the adaptive disturbance rejection controller is lower
than the spatially local Kalman filtering approach. Figure 7
shows the error in estimate of the position of my from the
adaptive disturbance rejection algorithm when a lower order
controller of order n. = 2 is used. The error in estimates ob-
tained from the Kalman filter and the spatially constrained
Kalman filter are also shown in the same figure. The total
time taken to perform data assimilation using the adaptive
disturbance rejection estimator is about 6% less than the
time taken by the spatially constrained Kalman filter, when
both estimators are simulated for k£ = 0,...,2000. In all
three estimation techniques, the input u is assumed to be
unknown for & > Kinp.

VI. 1-D HYDRODYNAMIC FLOW EXAMPLE

Next, we apply the adaptive disturbance rejection esti-
mator for state estimation of hydrodynamic flow. Consider
a one dimensional compressible and inviscid flow. The flow
dynamics involving PDE’s are given by Euler’s equations. A
finite-volume discrete-time model of the hydrodynamic flow
can be obtained using the upwind Roe’s scheme. Assuming
Neumman boundary conditions at the first cell and Dirichlet
boundary condition at the last cell, it follows from [14] that
the state update equation is

Tpr1 = [(Tr, uBC,k + WBC,E), (6.1)
where = € R3"~2) and upc € R® are defined by
T2 02 m2 & On-1 Ma-1 En—1 |7, 6.2)
upc 2 [ o1 m1 & ]T
and for ¢ = 4,...,n, g;, m;, and & € R are the

density, momentum, and energy, at the center of the ith
cell (indicated by the black dots in Figure 8), respectively.
The structure of f(-) in (6.1) is defined in [14] and involves
the difference in the values of the flow variables at the edge

of the cells (indicated by the white dots). Note that upc
is the boundary condition at the first cell and is assumed to
be known, however wgc i € R? represents the unmodeled
drivers and is unavailable for all k¥ > 0. The nonlinear
discrete-time update equation (6.1) can be expressed as

(6.3)

so that (6.3) resembles a frozen-in-time state dependent
linear equation. Note that the parametrization of A(xy) and
B(z,upc,kx + wpe,k) is not unique. Let y;, and z; be the
measurements of density, momentum and energy at certain
cells so that

i1 = A(zg)zk + B(zk, uBc,k + WBC k),

yr = Cop + Dawy, 64)

2 = Bz + Eqwg, .
where w;, is the sensor noise with zero-mean and unit
covariance. Note that entries of C' and E; are either 1’s
or 0’s depending on the cells where measurements are
available.

Let n = 20 so that x € R5%. For all £ > 0, the

boundary condition at the first cell is given by
01,k 1
uBc,k =| M1k | = 12 + sin(20k)
&1k 87 + 0.5 sin?(20k) + 12sin(20k)

(6.5)

Assume that the unmodeled driver wpc is zero-mean noise
with unit covariance. Let y, € RS be the measurements
of density, momentum and energy at the 5th and 10th cell,
and let z;, € R3 be the measurements of density, momentum
and energy at the 19th cell. Assume that the measurement
Yy is available for all £ > 0, and measurement zj is only
available only for 0 < k < k. The objective is to estimate
the density, momentum and energy at the cells determined
by E; when measurements of zj are unavailable.

Consider an estimator of the form

Epy1 = A(Zg) 2Tk + B(&k, upc,k) + Iy,
O = Cy, (6.6)
ék = El-ika

where 4y, is produced by an adaptive controller. Further-
more, we choose I' = E so that only the estimates of the
cell whose measurements we need to estimate are directly
affected by 4 through I" in (6.6). Note that the adaptive
time-series controller described in Section 4 requires the
Markov parameters defined in (4.1). However, (6.1) is a
nonlinear system and hence, for ¢ = 0, 1,..., we define the

state-dependent Markov parameters H(Zy); by
0, if i =0,
Hk’i = {*EIA(ik—l)"'A(fi’k,—i+1)[" ifi > 1. 6.7)
Define Hj, by (4.2) with H; replaced by H}, ;. The adaptive
disturbance rejection algorithm is then given by (4.3)-(4.9)
with H replaced by Hy. Since measurements of the density,
momentum and pressure at the Sth and 10th cell (yx), and
19th cell (z;) are available for £ < ko (kg = 500), (3.4)
is used to evaluate Z; and gy to tune the controller using
the adaptive disturbance rejection algorithm with state-
dependent Markov parameters. After & > kg, measurements
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Fig. 8. State estimate using the adaptive disturbance rejection estimator
that uses the state dependent Markov parameters. The estimates obtained
with n, = 10 and ' = E;f are shown by dashed-dot lines (—-). The
estimates obtained from the adaptive disturbance rejection estimator with
ne = 15 and I = I" are shown by dashed lines (——). The actual values
of density, momentum and energy at the 19th cell are shown by solid lines.

of z; are unavailable and the tuned controller is used
to produce 4y in (6.6). The controller is initialized with
©y = 0, and we choose n. = 10, p. = 8 and ¢g. = 8.
Figure 9 shows the actual density, momentum and
energy at the 19th cell and the estimates obtained using the
adaptive disturbance rejection estimator that uses the state-
dependent Markov parameters. The estimate of the density
at the 19th cell is quite poor, however the estimates of the
momentum and energy at the 19th cell are accurate.

Next, we evaluate the performance of the adaptive dis-
turbance rejection estimator when a higher order controller
is used and more states are directly affected by 4y through
I'. We choose I' = f, so that the estimates of density,
momentum and energy at cells 17-19 are directly affected
by 4y through I' in (6.6). Furthermore, we use a higher
order controller with n. = 15 to obtain the state estimates
at the 19th cell. The error in the estimates at the 19th cell
obtained using the adaptive disturbance rejection estimator
with n, = 10 and I' = ET, and with n, =15 and I' = I
are shown in Figure 10.

VII. CONCLUSION

In this paper, we develop an adaptive disturbance
rejection framework to achieve partial state estimation.
The cost of covariance propagation in the Kalman filter
and the spatially local Kalman filter is prohibitive if the
order of the system is large. Alternatively, the order of the
adaptive controller can be chosen manually and the adaptive
disturbance rejection algorithm yields better estimates in the
presence of large uncertainty in the plant inputs. The state
estimation using the adaptive disturbance rejection tech-
nique was demonstrated on a serially interconnected mass

stimates of Ner9Y oy in estimates of momentum

Errorin e

Fig. 9. The error between the actual density, momentum and energy
at the 19th cell and the estimates obtained from the adaptive disturbance
rejection estimator with n, = 10 and n. = 15.

spring damper simulation example and its performance
compared with the Kalman filter. The adaptive disturbance
rejection estimator that uses the state dependent Markov
parameters was then used for data assimilation in a one

dimensional hydrodynamic flow example.
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