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Abstract— This paper deals with a trajectory tracking prob-
lem of a class of bimodal piecewise affine systems, which have
rarely been discussed so far. This would be very challenging
because of the discontinuous changes of their vector fields.
First, we introduce an error variable and an error system as
a generalization of the tracking error and its system. As an
error variable, a function switched by the mode of a piecewise
affine system is adopted to overcome an inherent difficulty in
trajectory tracking of piecewise affine systems. Next, we design
a tracking controller which stabilizes the error system using
a Lyapunov-like function, which can be applied to systems
including state jumps. Finally, a numerical example is given
to illustrate the effectiveness of the proposed method.

I. INTRODUCTION

Hybrid systems, which involve the interaction of discrete

and continuous dynamics, have been studied from various

directions. In the control community, hybrid systems are

considered as systems governed by differential equations

with discrete events [1]. Piecewise affine (PWA) systems

belong to a special class of hybrid systems, which are

defined by partitioning the state space in a finite number

of polyhedral regions and associating each region with a

different affine dynamic model. PWA systems have been

investigated actively because of their wide applicability.

Analysis and synthesis of PWA systems have been stud-

ied in various papers. A method to compute piecewise

quadratic Lyapunov functions for analyzing stability has

been proposed [2]. Synthesis based on stability with such

Lyapunov functions has been discussed [3]. Furthermore, a

well-posedness condition has been obtained in terms of al-

gebraic conditions [4]. On the other hand, a trajectory track-

ing problem, which is important in practical applications,

for PWA systems would be very challenging because the

tracking output of these systems is not necessarily smooth.

This problem has discussed by Solymon and Rantzer in

[5], where they have estimated a tracking error, but have

not guaranteed its convergence to 0. Although tracking

problems of nonlinear systems have been investigated by

many researchers, e. g. [6], these methods are not applicable

to PWA systems because of the discontinuous changes of

their vector fields.

This paper addresses a trajectory tracking problem for

bimodal PWA systems. A tracking error is guaranteed to

converge to 0, that is perfect tracking is achieved, under

some conditions on reference trajectories. First, an error

variable and an error system are introduced as a general-

ization of the tracking error and its system. As an error
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variable, a function switched by the mode of a PWA system

is adopted in order to overcome an inherent difficulty in

trajectory tracking control of PWA systems. Next, we design

a tracking controller which stabilizes the error system

using a Lyapunov-like function, which can be applied to

systems including state jumps. Furthermore, the feasibility

condition of tracking for single-input single-output (SISO)

piecewise linear (PWL) systems is simplified. Finally, a

numerical example is given to illustrate the effectiveness

of the proposed method. All proofs are omitted because of

the lack of space in this paper.

We will use the following notations in this paper. The

triple (A,B,C) represents the linear system ẋ = Ax +
Bu, y = Cx. The notations In and Mn

+ denote the n × n
identity matrix and the set of n×n lower triangular matrices

whose diagonal components are positive, respectively. |S|
gives the number of elements of a countable set S. For

a function g : R → Rn, g(t±) represents limε→±0 g(t +
ε). PC is the set of scalar functions which are piecewise

continuous and right continuous on any finite interval. For

a positive definite matrix P ∈ Rn×n, a vector x ∈ Rn and

a matrix Q ∈ Rm×n, || · ||P is defined by ||x||P :=
√

xTPx
and ||Q||P := σmax(QP−1/2), respectively, where σmax(·)
is the largest singular value of matrices. Note that ||Qx|| ≤
||Q||P ||x||P holds.

II. PROBLEM FORMULATION

In this paper, we consider a bimodal PWA system given

by

Σx

⎧⎪⎪⎨
⎪⎪⎩

ẋ = AIx + BIu + EI

I =
{

1, if Cx + D ≤ 0
2, if Cx + D ≥ 0

z = Fx

, (1)

where x(t) ∈ Rn is the state, I(t) ∈ {1, 2} is the mode,

u(t) ∈ Rm is the input, z(t) ∈ Rl is the tracking output,

A1, A2 ∈ Rn×n, B1, B2 ∈ Rn×m, E1, E2 ∈ Rn, C ∈
R1×n, D ∈ R and F ∈ Rl×n. Σx is called a target system.

When x(t) satisfies Cx(t) + D = 0 at t = t0, I(t0) is

determined by the behavior of x(t) in the time interval t ∈
[t0, t0 + ε] for a small constant ε > 0. From this viewpoint,

a solution of Σx is defined as follows [4].

Definition 1: For a bounded function u : R+ → Rm,

(x(t), I(t)) is said to be a solution of Σx on [0, t0) for the

initial state x0 ∈ Rn, if x(t) and I(t) satisfy the second

relation of (1) and x(t) = x0 +
∫ t

0
f(x(s), I(s), u(s))ds

where f(x, I, u) is the right-hand side of the first equation

of (1), and there is no left accumulation point in the set of

the discontinuous points of I(t) on [0, t0).
Note that Definition 1 does not allow trajectories with

Zeno behavior nor sliding modes.
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Our purpose in this paper is to make output z track

a reference trajectory r, that is to satisfy the following

condition for some set D ⊂ Rn.

lim
t→∞(z(t) − r(t)) = 0, x(0) = x0, ∀x0 ∈ D (2)

Generally, for trajectory tracking problems like this, refer-

ence trajectories need to be generated by systems which

have similar structures to target systems, which is a well-

known property, internal model principle, for linear systems

[7] and nonlinear smooth systems [6]. Similarly, we suppose

that the reference trajectory r is generated by a PWA system

Σw

⎧⎪⎪⎨
⎪⎪⎩

ẇ = QJw + RJv + UJ

J =
{

1, if Sw + T ≤ 0
2, if Sw + T ≥ 0

r = Ww

, (3)

where w(t) ∈ Rp, J(t) ∈ {1, 2}, v(t) ∈ Rq , Q1, Q2 ∈
Rp×p, R1, R2 ∈ Rp×q , U1, U2 ∈ Rp, S ∈ R1×p, T ∈ R and

W ∈ Rl×p. Σw is called a reference system. A procedure

to construct a reference system from a given scalar function

r is presented in Section VI.

Now, we formulate the trajectory tracking problem dis-

cussed in this paper for the tracking condition (2).

Problem 1: For (1) and (3), find a condition such that

(2) is achievable with some feedback input u and some set

of the initial states D ⊂ Rn whose volume is not 0 1, and

give the feedback input u and the set D achieving (2).

We give several notations and assumptions on systems

Σx and Σw.

(H.1) Let dx
i and dw

i be the minimum values of the

relative degrees of (Ai, Bi, C) and (Qi, Ri, S), re-

spectively. Assume that dx := min{dx
1 , dx

2} ≥ 2 and

dw := min{dw
1 , dw

2 } ≥ 2.

(H.2) Let J be the set {t : J(t) �= J(t−)}, that is the

set of the instants when J(t) changes. Assume that

there exists a positive constant δ such that τa − τb ≥
δ for any τa ∈ J and τb ∈ J satisfying τa > τb,

which implies that w(t) has no accumulations. Let η
be supt>0(|J∩ [0, t]|/t), which is less or equal to 1/δ.

III. BASIC STRATEGY FOR TRAJECTORY TRACKING

This section presents a basic strategy for solving the

trajectory tracking problem by generalizing tracking meth-

ods taken in various papers. In paper [6], a tracking error

between states x and w of target and reference systems are

represented by ε = x−π(w) for a function π, and trajectory

tracking of nonlinear systems is obtained by stabilizing

the system of ε. From this viewpoint, we define an error
variable which generalizes the tracking error as follows.

Definition 2: For a function ϕ : Rn × Rp × Rp1 → Rp2

and a function parameter w̄ : R+ → Rp1 , ε = ϕ(x,w, w̄) is

1The volume of a set D ⊂ R
n is not 0 iff there exist a vector x∗ ∈ R

n

and a constant ε > 0 such that {x : ||x − x∗|| < ε} ⊂ D.

called an error variable if there exists a class K function2

α : R+ → R+ such that

||z(t) − r(t)|| ≤ α(||ε(t)||), ∀t ∈ R+, (4)

where ε(t) = ϕ(x(t), w(t), w̄(t)), z(t) = Fx(t), r(t) =
Ww(t), and p1 ≥ 0 and p2 > 0 are integers.

See the next section to know the usage of a function

parameter w̄.

Let Σε be the system governing ε, and be called an

error system. System Σε is derived by differentiating ε =
ϕ(x,w, w̄) and substituting (1) and (3). Our strategy for

achieving the tracking condition (2) is to assign an appropri-

ate function ϕ satisfying (4) and to stabilize its error system

Σε. The following lemma will be available to guarantee

stability of the error system using a Lyapunov-like function.

Lemma 1: Consider the systems (1) and (3). For an
error variable ε = ϕ(x,w, w̄), assume that the following
conditions (C.1) and (C.2) are satisfied for some input u
and some set E ⊂ Rp2 which includes the origin and the
volume of the set

D = {x : ϕ(x,w(0), w̄(0)) ∈ E} ⊂ R
n (5)

is not 0. Then, (2) holds for the pair of these u and D,
which is a solution of Problem 1.

(C.1) The origin of Σε is an equilibrium point, that is

ε(0) = 0 ⇒ ε(t) = 0, ∀t ∈ R+. (6)

(C.2) For a class KL function 3 β : R+ × R+ → R+,
there exists a function V : Rp2 → R+ satisfying

V (0) = 0 and V (ε) > 0, ∀ε ∈ E\{0} (7)

V (ε(t))≤β(V (ε(0)), t), ∀t∈R+ if ε(0)∈E. (8)

Remark 1: Condition (8) guarantees the decrease of V (ε)
instead of the common condition V̇ (ε) < 0. Lyapunov-

like functions enable us to deal with systems including

discontinuous changes of the state. Note that error system

Σε can include the discontinuous changes of the state if

ϕ(·, ·, ·) is not differentiable. See Section IV for the detail.

IV. NEW ERROR VARIABLE AND ERROR SYSTEM

Before proposing a new error variable, consider the

variable given by the linear combination ε̂ = Ψx − w as

a candidate for error variable, which is from the result of

linear systems [7]. Since the output error z − r is given by

Wε̂ + (F − WΨ)x, ε̂ is an error variable if the following

condition holds from (4).

F = WΨ (9)

Unfortunately, ε̂(t) can not be guaranteed to converge to the

origin in general although it converges to a bounded domain

under some condition, which is discussed in [5]. However,

2A continuous function α : R+ → R+ is said to belong to class K if
α(s) is strictly increasing and α(0) = 0.

3A continuous function β : R+ ×R+ → R+ is said to belong to class
KL if for each fixed t, β(s, t) belongs to class K with respect to s, and for
each fixed s, it is decreasing with respect to t, and limt→∞ β(s, t) = 0.
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for the tracking condition (2), an error variable is necessary

to converge to the origin.

In order to overcome the difficulty of the tracking prob-

lem of PWA systems, we introduce a new error variable

including a function parameter w̄. Consider

ε̄ = Ψx − wI,J , wi,j =
{

w, if i = j
w̄, if i �= j

(10)

as a candidate for error variable, where Ψ ∈ Rp×n is a row

full rank matrix and w̄ : R+ → Rp is a function satisfying

˙̄w = Q3−J w̄ + R3−J v̄ + U3−J

w̄(t) = w(t), ∀t ∈ {0} ∪ J. (11)

Remark 2: The differential equation of w̄(t) always dif-

fers from the one of w(t). This error variable ε̄(t) can

be discontinuous when I(t) or J(t) changes, which is

discussed later.

Since wI,J is assigned instead of w in (10), ε̄ is not

necessarily an error variable. We derive a condition for ε̄ to

be an error variable. The output error z − r is expressed as

z − r = (F − WΨ)x + Wε̄

+
{

0, if I(t) = J(t)
W (w̄(t) − w(t)), if I(t) �= J(t)

from (1), (3) and (10). Thus, ε̄ satisfies (4) if (9) holds and

there exists a nonnegative real number κ such that

||w̄(t) − w(t)||P ≤ κ||ε̄(t)||P (12)

for any t ≥ 0 satisfying I(t) �= J(t). From this viewpoint,

the following lemma gives a sufficient condition for ε̄ to be

an error variable.

Lemma 2: Assume that (9) holds and that there exists a
non-negative constant κ and a positive definite matrix P
such that (12) holds for t ∈ R+ satisfying I(t) �= J(t).
Then the variable ε̄ given by (10) is an error variable.

A verifiable condition on Lemma 2 is given in Section

V-C.

Now, the error system for ε̄ is derived by differentiating

(10) and substituting (1) and (3). Assume that I ∈ PC, and

let I be the set {t : I(t) �= I(t−)}. Consider feedback input

u in the form of a linear combination of x, wI,J and vI,J

whose coefficient matrices are dependent on I as

u = Γ̃Ix + ΛIwI,J + ΘIvI,J + ∆I

vi,j =
{

v if i = j
v̄ if i �= j

,

where Γ̃i ∈ Rm×n, Λi ∈ Rm×p, Θi ∈ Rm×q and ∆i ∈
Rm(i = 1, 2). Then, the error system of ε̄ is given by

Σε̄

{
˙̄ε = (QI − ΨBIΛI)ε̄ + ψI,J

ε̄(t) = ε̄(t−) + φ(t)(w(t) − w̄(t)) , (13)

where ψi,j ∈ Rm (i, j = 1, 2) and φ(t) ∈ {−1, 0, 1} denote

ψi,j = (ΨAi + ΨBiΓ̃i − QiΨ + ΨBiΛiΨ)x
+(ΨBiΘi−Ri)vi,j +(ΨEi+ΨBi∆i−Ui)

φ(t) = |I(t) − J(t)| − |I(t−) − J(t−)|.

Note that ε̄(t) can change discontinuously according to the

second equation of (13) at t ∈ I.

V. TRAJECTORY TRACKING CONTROL

In this section, we realize the trajectory tracking of the

PWA system (1) by stabilizing the error system (13) using

Lemma 1.

A. Equilibrium Point of Error System

First, consider condition (C.1) in Lemma 1. The origin

of Σε̄ is an equilibrium point, that is (6) is satisfied, if the

following conditions hold in (13).

• ε̄ = 0 ⇒ ˙̄ε = 0 holds in the first equation, that is

ψi,j = 0(i, j = 1, 2).
• ε̄(t−) = 0 ⇒ ε̄(t) = 0 holds in the second equation,

that is ε̄(t−) = 0 ⇒ φ(t)(w(t) − w̄(t)) = 0 holds for

t ∈ R+.

These statements are related to a well-posedness condi-

tion of PWL systems [4] and a trajectory tracking condition

of linear systems [7], respectively. From this viewpoint, a

sufficient condition for (C.1) is given as follows.

Lemma 3: The error variable ε̄ given by (10) satisfies
(6) if there exist matrices Ψ ∈ Rp×n, X,Ωi ∈ Md

+, Γi ∈
Rm×n, Θi ∈ Rm×q and ∆i ∈ Rm(i = 1, 2) such that

C1 = XC2, D1 = XD2 (14)

Ci = ΩiSiΨ, Di = ΩiTi (15)

ΨAi + ΨBiΓi = QiΨ (16)

ΨBiΘi = Ri, ΨEi + ΨBi∆i = Ui (17)

where Si = [ST (SQi)T · · · (SQd−1
i )T]T ∈ Rd×p,

Ti = [T SUi SQiUi · · · SQd−2
i Ui]T ∈ Rd, Ci =

[CT (CAi)T · · · (CAd−1
i )T]T ∈ Rd×n and Di =

[D CEi CAiEi · · · CAd−2
i Ei]T ∈ Rd. The input u which

achieves (C.1) is given by

u = (ΓI − ΛIΨ)x + ΛIwI,J + ΘIvI,J + ∆I (18)

for any matrix Λi ∈ Rm×p(i = 1, 2).
Note that equations (16)–(18) reduce the error system

(13) to the following simple form.

Σε̄

{
˙̄ε = (QI − ΨBIΛI)ε̄
ε̄(t) = ε̄(t−) + φ(t)(w(t) − w̄(t)) (19)

B. Construction of Lyapunov-like Function

We consider condition (C.2) in Lemma 1 to guarantee

the stability of the error system on the assumption that

the conditions in Lemmas 2 and 3 are satisfied. We shall

assign a quadratic function as a candidate for Lyapunov-like

function and estimate its value for the error system (19) in

the two cases: I(t) changes or does not. First, when I(t)
does not change, ε̄(t) is governed by the linear system given

by the first equation of (19) with either of I = 1 or I = 2.

Thus, a quadratic function V (ε̄) = ε̄TP ε̄(P > 0) can be

guaranteed to decrease by a well-known stability theory of
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linear systems: if there exist matrices P > 0, Λi and a

positive constant µ satisfying

(Qi − ΨBiΛi)TP + P (Qi − ΨBiΛi) + 2µP < 0 (20)

for i = 1, 2, then V (ε̄(t)) exponentially decreases with

the rate of convergence 2µ. Next, at the instance when

I changes, ε̄(t) changes discontinuously according to the

second equation of (19). Assume that ε̄ is an error variable,

that is (12) holds, then V (ε̄) satisfies V (ε̄(t+)) ≤ (1 +
κ)2V (ε̄(t−)).

From the above discussion, we obtain the following upper

bound of the value of V (ε̄(t)).

V (ε̄(t)) ≤ (1 + κ)2|I∩[0,t]|V (ε̄(0))e−2µt

= V (ε̄(0))e2(|I∩[0,t]| log(1+κ)−µt) (21)

Note that |I ∩ [0, t]| denotes the number of changes of I
before t. Thus, if the relation

|I ∩ [0, t]| log(1 + κ) − µt → −∞(t → ∞) (22)

is satisfied, then V (ε̄(t)) converges to 0. To check relation

(22), we have to estimate the value of |I∩[0, t]|. Fortunately,

I behaves in a similar manner to J on some condition of

ε̄(0), and the difference between the numbers of changes

of I and J before t is less than 1 for any t ≥ 0. This is

referred in the next paragraph. Then, hypothesis (H.2) gives

|I ∩ [0, t]| ≤ |J ∩ [0, t]| + 1 ≤ ηt + 1, (23)

which guarantees that the left-hand side of (22) is less than

or equal to {η log(1 + κ)−µ}t + log(1 + κ). Then, (22) is

fulfilled if the following holds.

µ > η log(1 + κ) (24)

Then, from (21), (23) and (24), V (ε̄(t)) satisfies (8) for a

class KL function β(s, t) = (1 + κ)2se−2ρt, where ρ is

the difference between the left-hand and right-hand sides

of (24).

To show the first inequality in (23), let H0 be {0} and

Hi be an open neighborhood of the time τi which is the

i-th element of J. Then, the number of changes of J before

t is given as

|J ∩ [0, t]| =
{

i − 1 if t ∈ [sup Hi−1, τi)
i if t ∈ [τi, sup Hi)

.

If the following holds for a positive constant ζ1, then I
changes at t ∈ Hi only once for every i, and that it does

not change on the rest of these intervals for some initial

error as J does.

|Sw(t) + T | ≥ ζ1, t ∈ R\
⋃
i

Hi (25)

This means that |I∩ [0, t]| is given by i−1 or i also, which

implies the first inequality of (23). Note that this is fulfilled

for the initial error ε̄(0) belonging to a set E = {ε̄ : ||ε̄||P <
ι} for a positive constant ι, which means that x(0) ∈ D for

D = {x : ||Ψx − w(0)||P < ι}. (26)

The volume of this set is not 0 because Ψ is a row full rank

matrix. Note that (26) is derived by substituting (10) in (5)

and using the fact that ε̄(0) = Ψx(0) − w(0) because of

w(0) = w̄(0) from (11). From this viewpoint, a sufficient

condition for (C.2) is given as follows.

Lemma 4: Assume that all assumptions in Lemma 3 hold.
If there exist a positive definite matrix P ∈ Rp×p and
positive constants κ and µ satisfying the assumption in
Lemma 2, (20) and (24), then V (ε̄) = ε̄TP ε̄ satisfies (7)
and (8) for the initial state x(0) and the reference trajectory
w satisfying (26) and (25), respectively.

C. Main Result

In this subsection, a trajectory tracking method is given

using Lemmas 1, 2, 3 and 4. Before giving out the main

theorem, we derive a condition that the reference trajectory

satisfies the assumption in Lemma 2. Inequality (12) holds

on the time interval Hi under some condition on w(t) and

w̄(t) as follows.

Lemma 5: There exists a positive constant κ such that
(12) holds at t ∈ Hi, if there exists a positive constant ω
such that C = ωS, D = ωT and there exist a positive
definite matrix P and positive constants λ1, λ2 and γ
satisfying the following for i = 1, 2, . . ..

inft∈Hi
|S(QJ(t)w(t) + UJ(t))| ≥ λ1 (27)

inft∈Hi
|S(Q3−J(t)w̄(t) + U3−J(t))| ≥ λ2 (28)

supt∈Hi
||w(t) − w̄(t)||P /|t − τi| ≤ γ (29)

Inequality (12) holds at t ∈ Hi for at least κ satisfying

κ ≥ ||S||P γ/min{λ1, λ2}. (30)

Remark 3: For a sufficiently small interval Hi, (27) and

(28) are the conditions for w(t) and w̄(t) to traverse the

planes Sw+T = 0 and Sw̄+T = 0, respectively, and (29)

is always satisfied from (11).

Now, we summarize the above discussion and guarantee

the tracking condition (2). First, ε̄ is an error variable from

Lemmas 2 and 5. Second, the origin of the error system

is an equilibrium point from Lemma 3. Third, Lemma

4 guarantees the existence of a Lyapunov-like function.

Finally, trajectory tracking is achieved from Lemma 1. From

this viewpoint, the main result of this paper is presented as

follow.

Theorem 1: Consider systems Σx and Σw. Assume that
all assumptions in Lemmas 3 and 5 hold, and that there exist
a positive definite matrix P ∈ Rp×p and positive constants
µ and κ satisfying (20), (24) and (30). Then, the trajectory
tracking problem 1 is feasible with the feedback input u
(18).

Remark 4: Although the unique solution of system Σx

is not necessary to exist for every initial state, the solution

exists uniquely from the initial state which is included by

the set D we have discussed.
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VI. TRACKING CONTROL OF SISO PWL SYSTEMS

The feasibility condition of trajectory tracking given in

Theorem 1 is sometimes difficult to check, since (25) and

(27)–(29) require the design of a set Hi and the advance

information on the reference system, e. g., its structure,

w(t) and w̄(t). In this section, we focus on SISO PWL

systems whose tracking output is given by the same to the

value which determines the mode, that is E1 = E2 = 0,

C = F , D = 0 and l = 1, and shall give a feasible

condition of tracking which requires only the information of

reference trajectories and the coefficient matrices of target

systems. Let ΣPWL
x denote this system, and assume that

the reference trajectory is given by a periodic continuous

function r : R+ → R, and that it is known in advance. In the

following, we present a procedure to construct a reference

system ΣPWL
w for r, and achieve trajectory tracking using

Theorem 1. Note that the feasibility condition derived does

not require any information on ΣPWL
w and Hi.

We start by giving a pair of variables w and J from r as

a candidate for solution of some reference system ΣPWL
w .

Note that the assumption C = F implies that the sign of

z(t) determines the mode I(t) of target system ΣPWL
x .

Thus, the mode J(t) of ΣPWL
w seems to be assigned from

the sign of r(t). To define J uniquely from this viewpoint,

let J be {t : r(t) = 0}, and assume that J ∩ [0, t] is a

finite set for any t ≥ 0, which is corresponding to (H.2).

Moreover, we assume that r traverses the plane r = 0, that

is |ṙ(t)| > 0 for any t such that r(t) = 0, which is relevant

to Remark 3. Then, the right continuous function J can be

uniquely defined by{
J(t) = 1 if r(t) < 0
J(t) = 2 if r(t) > 0 , (31)

which is included by PC. Next, a variable w is offered as

a solution of some reference system ΣPWL
w together with

J . Assume that r is p-th time differentiable on R+\J for a

positive integer p, and let ŵ(t) ∈ Rp be the following.

ŵ(t)=
{

[r(t), ṙ(t), · · · , r(p−1)(t)]T, t ∈ R+\J
ŵ(t+), t ∈ J

Note that ŵ(t) can change discontinuously at t ∈ J. In

addition, assume that the discontinuous changes can be

described by a mapping which depends on ŵ(t−) and

J(t±). Then, using a mapping σ : Rp × {1, 2}2 → Rp,

r is regarded as output of the system⎧⎨
⎩

˙̂w(t) = Kŵ(t) + Lr(p)(t), t ∈ R+\J
ŵ(t) = σ(ŵ(t−), J(t), J(t−)), t ∈ J

r = Nŵ
, (32)

where N = [1 01×(p−1)], 0n,m ∈ Rn×m represents the

null matrix, and K and L are the following matrices.

K =
[

0(p−1)×1 Ip−1

0 01×(p−1)

]
, L =

[
0(p−1)×1

1

]

To use Theorem 1 for (32), the following lemma gives a

piecewise linear transformation which converts the mapping

σ(·, i, j) in (32) into the identity mapping for any i, j. Then,

the transformed variable is continuous and is governed by

an SISO PWL system, which is a reference system for r.

Lemma 6: Assume that a given reference trajectory r
satisfies the following.

(H’.1) r is p-th time differentiable for a positive integer
p ≥ 2 at t ∈ R+\J.

(H’.2) J∩ [0, t] is a finite set for any t ≥ 0 for J := {t :
r(t) = 0}.

(H’.3) w(t+) = MJ(t)−J(t−)ŵ(t−) holds for any t ∈ J

and some matrix M ∈ Rp×p, where J is given by (31)
and ŵ(t) = [r(t), ṙ(t), · · · , r(p−1)(t)]T.

(H’.4) |ṙ(t±)| > 0, t ∈ J.

Then, the transformation w = M 1−J ŵ gives a ref-
erence system for r as (3) with the matrices Qi =
M1−iKM i−1, Ri = M1−iL, Ui = 0p×1, S = N, T = 0.
Moreover, this system satisfies (H.1) and (H.2), and there
exist a positive constant λ and an open neighborhood Hi

of τi satisfying (25), (27), (28) and (29) for every τi ∈ J.
Next, we simplify the tracking condition in Theorem 1

for ΣPWL
x with the following lemma.

Lemma 7: Assume that ΣPWL
x satisfies (14) for some

X ∈ Rp×p and that r satisfies (H’.1)–(H’.4) with M =
X . Then, ΣPWL

w satisfies (9) and (15)–(17) for the ma-
trices Ψ = C1, Γi = −CAp

i /(CAp−1
i Bi), Θi =

1/(CAp−1
i Bi), Ωi = M i−1,∆i = 0.

After rewriting other conditions in Theorem 1, we obtain

the following corollary. Note that we can check the follow-

ing condition only with r and the coefficient matrices of

ΣPWL
x .

Corollary 1: Consider ΣPWL
x satisfying (14) for some

matrix X ∈ M
p
+ whose (2,1)-th component is 0

and (X1−iKXi−1 − X1−iLΛ′
i)

TP + P (X1−iKXi−1 −
X1−iLΛ′

i) + 2µP < 0 for a positive number µ, a pos-
itive matrix P ∈ Rp×p and a matrix Λ′

i ∈ Rm×p for
i = 1, 2. Then, the tracking condition (2) is achievable
with some D ⊂ Rn×n for a periodic scalar function r
satisfying (H’.1)–(H’.4) for M = X and µ ≥ η log(1 +
||S||P γ′/λ), where η = maxt∈[0,T ](|J ∩ [0, t]|/t), γ′ =
maxt∈J∩[0,T ] ||ẇ(t+)−ẇ(t−)||P , λ = min{λ−, λ+}, λ± =
mint∈J∩[0,T ] r(t±) and T is the period of r.

VII. NUMERICAL EXAMPLE

Consider the cart system depicted in Figure 1. Carts 1 and

2 are connected by spring k1 and damper d1, and physical

force u can be applied to Cart 2. Cart 1 collides with a

wall through spring k2 and damper d2. Let x1 and x2 be

the position and velocity of Cart 1 with pointing to the

right, respectively. Similarly, let x3 and x4 be those of Cart

2. Let x = [x1 x2 x3 x4]T, and x = 0 at the point where

both carts stop, both springs are natural, and the right end

of spring k2 touches the wall. Then, force from the wall is

applied to Cart 1 through spring k2 if x1 ≥ 0, and is not

if x1 ≤ 0. Let I be 1 for the former situation, and 2 for

the latter one. We choose the position of Cart 1 x1 as the
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x1x3

u k1

d1

k2

d2

Cart 2 Cart 1

Fig. 1. 2-cart system with elastic collision

tracking output z, and this system is described by (1) with

A1 =

⎡
⎢⎢⎣

0 1 0 0
−k1 −d1 k1 d1

0 0 0 1
k1 d1 −k1 −d1

⎤
⎥⎥⎦ , B1 =

⎡
⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎦

A2 =

⎡
⎢⎢⎣

0 1 0 0
−k1−k2 −d1−d2 k1 d1

0 0 0 1
k1 d1 −k1 −d1

⎤
⎥⎥⎦ , B2 =

⎡
⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎦

C = F = [1 0 0 0], D = 0, E1 = E2 = 0,

where ki and di represent the coefficients of the springs

and dampers. Let k1 = d1 = 1 and k2 = d2 = 0.1, and the

reference trajectory r be the periodic function

r(t)=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

t2/4 − 1/2, t ∈ [0, T/4) ∪ [Ti − T/4, T i + T/4)
t5/320 + (2 −

√
2)t4/32 + (19 − 40

√
2)t3/80

+ (100 − 17
√

2)t2/40 + (57 − 160
√

2)t/80
+ (30 − 9

√
2)/40, t ∈ [Ti − 3T/4, T i − T/4)

i = 1, 2, · · ·
where T = 4

√
2 is the period. The reference r(t) is

described in Figure 2 (a). Corollary 1 guarantees that the

tracking problem of the 2-cart system for this reference is

feasible. Moreover, the reference system given by Lemma

6 satisfies the condition in Theorem 1 for

Ψ =

⎡
⎣ 1 0 0 0

0 1 0 0
−1 −1 1 1

⎤
⎦ , P =

⎡
⎣ 18 18 5.6

18 25 8.4
5.6 8.4 4.8

⎤
⎦

Λ1 = [5.3 8.7 4.3], Λ2 = [5.6 9.2 4.5]
Γ1 = [−2 − 1 2 1], Γ2 = [−2.2 − 1.1 2.1 1.1]
Ω1 = Ω2 = X = I2, Θ1 = Θ2 = 1
µ = 0.35, κ = 0.60, η = 0.71, ι = 0.46
γ = 0.71, ζ1 = ζ2 = 0.21, λ1 = λ2 = 0.53,

and the trajectory tracking is possible for the initial state

x(0) = x0 such that ||x0 − Ψw(0)||P < ι, where

w(0) = [−0.50 0.0 0.50]T. For the initial state x(0) =
[−0.63 0.0 0.0 0.0]T which satisfies this condition, the

behavior of the cart system with the input u given by (18)

is simulated. The tracking error z(t) − r(t) is depicted in

Figure 2 (b), which shows that the tracking output z(t) con-

verges to the reference trajectory r(t). The Lyapunov-like

function V (ε̄) = ε̄TP ε̄ is depicted in Figure 2 (c), which

shows that V (ε̄(t)) converges to 0 although it changes

discontinuously at t = 1.5, 4.2 and 7.1. Note that the

vertical axis of Figure 2 (c) is on a log scale. This result

illustrates the effectiveness of the proposed method.

(a)

r(
t)

0 2 4 6 8

-0.4

0

0.4

0.8

(b)

z
(t

)
−

r(
t)

0 2 4 6 8
0

0.05

0.1

0.15

(c)

V
(ε̄

(t
))

0 2 4 6 8

10
-1

10
-3

10
-5

10
-7

Time (t)

Fig. 2. Simulation result

VIII. CONCLUSION

We have discussed a trajectory tracking problem for bi-

modal PWA systems. First, we introduced an error variable

and an error system as a generalization of the tracking error

and its system. As an error variable, a function switched

by the mode of a PWA system was adopted in order to

overcome an inherent problem in tracking of PWA systems.

Next, we designed a tracking controller which stabilizes the

error system using a Lyapunov-like function. Furthermore,

the feasibility condition of tracking for SISO PWL systems

was simplified. Finally, the numerical example of the 2-cart

system illustrated the effectiveness of the proposed method.
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