
Abstrct—A general and efficient design approach using 
covering neural classifier to cope with the high-dimensional 
and small sample size problem is proposed. For alleviating the 
computational burden, face features are first extracted by the 
principal component analysis (PCA). In order to avoid the 
influence of outlier classes and reduce the large overlapping of 
neighboring classes, a new weighted Fisher linear 
discriminant (WFLD) criterion is presented by weighting 
contributions of individual class pairs according to the 
Euclidian distance of the respective class means. A new 
learning algorithm is used to train the neural networks 
classifier, which uses the “sphere neighborhoods” to cover the 
input samples and draw up their distributions in the original 
space. Thus, the training problem of neural networks may be 
transformed into the covering problem of a point set, which 
avoids the iterative process, and overcomes the problem of 
longtime training of classical neural networks. Simulation 
results conducted on the ORL database show that the system 
achieves excellent performance both in terms of error rates of 
classification and learning efficiency. 

I. INTRODUCTION
uman face recognition has become an active research 
area in the image processing, pattern recognition, 

networks and computer vision. This interest is motivated by 
wide applications such as passports, credit cards, driving 
licenses and mug shots, and so on [1]. Although researchers 
in psychology, neural sciences and engineering, image 
processing and computer vision have investigated a number 
of issues related to face recognition, it is still difficult to 
design an automatic system for this task, especially when 
real-time identification is required. The reasons for this 
difficulty are in two aspects: 1) Face images are highly 
variable and 2) Sources of variability include individual
appearance, pose, facial expression, facial hair, makeup, 
and so on and these factors change from time to time. 
Furthermore, the lighting, background, scale, and 
parameters of the acquisition are all variables in facial 
images acquired under real-world scenarios [1]. As stated 
by Moses et al. [2], “The variations between the images of 
the same face due to illumination and viewing direction are 
almost always larger than image variations due to changes 
in the face identity.” This makes face recognition a great 
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challenging problem. In our opinion, two issues are central 
to face recognition: 1) what features can be used to 
represent a face under environmental changes? 2) How to 
classify a new face image based on the chosen 
representation?  

The geometric feature-based methods [3, 4] are 
frequently used, where the relative positions and shapes of 
different features are measured. Although being insensitive 
to variations in illumination and viewpoint, this class of 
methods rely heavily on the extraction and measurement of 
facial features. Unfortunately, feature extraction and 
measurement techniques and algorithms developed to data 
have not been reliable enough to cater to this need. At the 
same time, several approaches have been proposed to use 
global representation of a face [5-8], where all features of a 
face are automatically extracted from an input facial image. 
In [5], singular value decomposition (SVD) was used to 
extract features from the patterns. It has been illustrated 
that singular values of an image are stable and represent the 
algebraic attributes of an image, being intrinsic but not 
necessarily visible. The eigenface approach of describing 
the features of a face was presented in [6]. The key idea is 
to calculate the best coordinate system for image 
compression. The eigenface uses principal component 
analysis (PCA) to yield projection directions that maximize 
the total scatter. However, in choosing the projection 
directions, the PCA retains unwanted variations caused by 
lighting, facial expression, and other factors [7]. 
Accordingly, the features are not necessarily good for 
discrimination among classes. In [7, 8], the face features 
are acquired by using the fisherface. This approach aims at 
overcoming the drawback of the eigenface by integrating 
Fisher’s linear discriminant (FLD) criteria, while retaining 
the idea of the eigenface in projecting faces from a 
high-dimensional feature space to a significantly 
lower-dimensional feature space. Furthermore, 
neural-networks-based feature extraction has been reported 
recently [9, 10]. The goal of face processing using neural 
networks is to develop a compact internal representation of 
faces, which is equivalent to feature extraction. 

In many pattern recognition systems, the methodology 
frequently used is the statistical approach, whereby 
decision theory derived from statistical information of input 
patterns is used to design a classifier [11]. Although this 
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paradigm has been successfully applied to solve various 
problems in pattern classification, it has difficulty in 
expressing structural information. Furthermore, this 
approach requires much heuristic information to design a 
classifier [12]. Neural-networks-based methods have been 
proven to have many advantages for classification because 
of their learning ability and good generalization. Generally 
speaking, multilayered networks, usually coupled with the 
backpropagation (BP) algorithm, are most widely used in 
face recognition [13]. Yet, two major criticisms are 
commonly raised against the BP algorithm: 1) It is 
computationally intensive because of its slow convergence 
speed and 2) there is no guarantee at all that the absolute 
minima can be achieved. On the other hand, covering 
learning algorithms based on constructive neural networks 
recently have attracted extensive interests in the community 
of neural networks [14–19], which have the best 
approximation property, fast learning speed, and more 
compact topology. In this paper, we also present a new 
covering algorithm called max-density covering learning 
algorithm to design the classifier. The algorithm directly 
uses the “sphere neighborhoods” belonging to the different 
classes to cover the input samples and draw up their 
distributions in the original space. Thus, the training 
problem of neural networks may be transformed into the 
covering problem of a point set, which avoids the iterative 
process, and overcomes the problem of longtime training of 
classical neural networks. Moreover, there is no need to 
guess the size, depth, and connectivity pattern of the 
network in advance. A reasonably small  net is built 
automatically. 

Particularly, face recognition is a typical high 
dimensional and small sample sets problem. For example, a 
128*128 image will have 16384 features, whereas the 
sample patterns are very few for each class. This situation 
can lead to complex computation in designing a classifier. 
As point out by Meng [20], “It does not mean that more 
information will result in higher performance.” Moreover, 
the addition of some unimportant information may become 
noise and degrade the performance. Along with the 
increase in the feature dimension, the training patterns have 
more overlapping, so a small should be selected. A 
systematic methodology to deal with small training sets of 
high-dimensional feature vectors is presented as shown in 
Fig. 1, which comprises the two parts: 1) The number of 
input variables is reduced through feature selection, i.e., a 
set of the most expressive features is first generated by the 
PCA and the WFLD (proposed in this paper) is then 
implemented to generate a set of the most discriminant 
features so that different classes of training data can be 
separated as far as possible and the same classes of patterns 
are compacted as close as possible; 2) A new covering 
neural classifier is proposed, which is circumstantiated in 
this paper. 

The rest of this paper is organized as follows. Section 2 
presents the architecture of max-density covering learning 
algorithm and the related design problem when they are 
used as a classifier. Section 3 provides the procedure of 
extracting face features. Experimental results are 
demonstrated in Section 4. 

Fig.1. Schematic of max-density covering neural classifier for small 
training sets of high dimension. 

II. THE MAX-DENSITY COVERING LEARNING 
ALGORITHM OF CONSTRUCTIVE NEURAL 

NETWORKS 

A.  The Geometrical Interpretation of the Neuron Model 
A basic M-P neuron model [14, 21] is an element with n

input and one output. The general form of its function is  
)sgn( TWy                (1) 

where T
nxxxX ),,( ,21 is an input vector, 

T
nwwwW ),,,( 21 is a weight vector, and is the 

threshold.  

0,1
0,1

)sgn(
v

v
v               (2) 

Note that 0XW T can be interpreted as a 
hyperplane P in an n -dimensional space. When 

0)( XW T , input vector X falls into the positive 
half-space of the hyperplane P .
Meanwhile, 1)sgn( XWy T . When 

0)( XW T , input vector X  falls into the negative 

half-space of P , and 1y . In summary, the function 
of an M-P neuron can geometrically be regarded as a 
spatial discriminator of an n -dimensional space divided 
by the hyperplane.  

Assume each input vector X  has an equal length [14] 
(which can be obtained by projecting the original data 
upward on the n -dimensional sphere nS ). Thus all input 

vectors will be restricted to an n -dimensional sphere nS .

Then, 0)( XW T  represents the intersection 
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between the positive half-space P  and nS , i.e., a 
“sphere neighborhood” as shown in Fig.2. When input 
vector X  falls into the “sphere neighborhood”, output 

1)sgn( XWy T , otherwise, 1y . An M-P 
neuron acts as a discriminator of an input class.  

PW

Fig.2. A sphere neighborhood 

If the weight vector W has the same length as input X ,
then W becomes the center of the sphere neighborhood, 
and )(r , a monotonically decreasing function of ,
becomes its radius, i.e., an M-P neuron corresponds to a 
sphere neighborhood in an n -dimensional sphere. Thus, 
the first design stage of a neural classifier can be 
transformed to an input vectors covering problem. Namely, 
a set of sphere neighborhoods is chosen to cover the inputs 
having the same output, i.e., belonging to the same class. 
Different classes of inputs are covered by different sets of 
sphere neighborhoods. Namely, an M-P neuron also 
corresponds to a covering on nS . Therefore, a network 
consisting of these neurons has the same function as a 
classifier.

B.  The Max-density Covering Learning Algorithm for 
Neural Classifiers 
As a classifier, the function of a neural network can be 

stated as follows. Given a set of training samples 
numijciyX iji 1,1),,( , , assume each input 

vector jiX ,  has an equal length, the output iy has

c different values, i.e., the input vectors will be classified 
into c classes, and numi  is the number of the input 
vectors belonging to the class i . After learning, the 
network should store the input pairs ),( , iji yX . Moreover, 

when the input becomes jiX , , the output iy still 

remains the same, where is regarded as a noise or an 
error. For an M-P neuron ),(W , when jiXW ,  and 

)(r , as mentioned before, it geometrically 

corresponds to a sphere neighborhood on nS  with jiX ,

as its center and  as its radius. Thus, the proposed 
max-density learning algorithm of neural classifiers can be 
stated as follows.  

Firstly, for the input vector jiX , , we define a density 

function: 

numi

n ji

niji
ji r

XX
D

1
2

,

,,
, )2/(

exp             (3) 

)(min ,,, nkjikiji XXr                (4) 

where positive number jir ,  (the minimum distance 

between the input vector jiX ,  and the input vectors 

belonging to different classes) denotes a region with jiX ,

as its center. Thus the input vectors out of the radius jir ,

have little effect on the density value jiD ,  of the input 

vector jiX , . Obviously, if some sample vector has a 

higher density value, it must have more sample vectors 
around it. 

Let

nkji
ki

ji XXd ,,
1
, ,max              (5) 

1
,,,

2
, ,min jinijiji dXXd         (6) 

where 1
, jid  is the maximum inner product, namely 

minimum distance between the input vector jiX ,  and the 

other vectors belonging to the different classes; 2
, jid  is the 

minimum inner product, namely maximum distance 
between the input vector jiX ,  and the input vectors 

belonging to the same class. 1
, jid  and 2

, jid  both show the 

similarity degree between the training vectors. 

Then the training process consisted of the following 
steps.

Step 1.  Compute density values D  of all the 
uncovered training samples on the nS , and find the 
sample vector X  with the maximum density value. At 
the beginning of training, all the flags of training samples 
are initialized to 0. 

Step 2.  Evaluate the parameters 1d and 2d  of the 
sample vector X related in step 2, then get the parameter 

21 dbdad , where parameters a and b with the 
constraint 1ba .

Step 3.  Regard the sample vector X  as the weight 
vector W  of the constructive neural network and the 
parameter d  as the threshold , then get a hyperplane 

:P 0)( XW T  across the sphere as shown in 
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fig.2.  
Step 4.  Find all the sample data meeting the condition 

0)( XW T  and then label their flag values 1. Then 
go back step 1 until all the flag values are 1.  

An M-P neuron ),(W described by step 3 corresponds 

to a covering, a neighborhood on nS . The number of 
coverings determines the number of neurons needed in the 
first layer (hidden layer) of a neural classifier. The inputs 
are classified into different classes by the first layer. The 
second layer is used to form the given output. The 
framework of the neural classifier is shown in Fig. 3. 

1y

cy

1x

cx

Fig. 3. The framework of the covering neural classifier 

III.  EXTRCTION OF FACE FEATURES 

A.  Principal Component Analysis (PCA) 

Let a face image iZ be a two-dimensional nm
array of intensity values. An image may also be considered 
as a vector of dimension mn . Denote the training set of 

L  face images by Lmn
L RZZZZ ),,,( 21 , and 

we assume that each image belongs to one of c  classes. 
Define the covariance matrix as follows [6, 11]: 

TT
i

L

i
i ZZZZ

L
)()(1

1

     (7) 

where 
L

i iZLZ
1

)/1( . Then, the eigenvalues and 

eigenvectors of the covariance are calculated. Here, we 
preserve all positive principal components of  so that 
no statistical information of original images is lost. Let 

)(),,,( 21 LrRUUUU Lmn
r be the 

r eigenvectors corresponding to all the r positive 
eigenvalues. Hence, for a set of original face images 

LmnRZ , their corresponding eigenface-based feature 
LrRF can be obtained by projecting Z into the 

eigenface space as follows: 

ZUF T                    (8) 

B. The Weighted Fisher Linear Discriminant (WFLD)
Actually, the PCA paradigm does not provide any 

information for class discrimination but dimension 
reduction. Accordingly, the Fisher linear discriminant (FLD) 

is always applied to the projection of the set of training 
samples in the eigenface space 

Lr
L RfffF ),,,( 21  to find an optimal subspace 

for classification in which the ratio of the between-class 
scatter and the within-class scatter is maximized 
[7,8,11,22,23].  

However, the traditional FLD hardly any considers the 
distribution of the sample data and the influence of outlier 
classes (assume that one class is located remotely from the 
other classes and can be considered an outlier). In 
maximizing the squared distances, pairs of classes, between 
which there are large distances, completely dominate the 
eigenvalue decomposition. Hence, the direction to project 
on found by optimizing the Fisher criterion is the one that 
separates the outlier as much from the remaining classes as 
possible. As a consequence, there are large overlaps among 
the remaining classes, which lead to an overall low and 
suboptimal classification rate. Therefore, we present the 
weighting Fisher linear discriminant (WFLD) to extract 
discriminant features so as to weaken the influence of 
outlier classes,.  

As a part of our approach, the between-class scatter 
matrix bS is rewritten as follows (see [24] for a proof): 

T
jiji

c

i

c

ij
ji

T
i

c

i
iib

mmmmPP

mmmmPS

))((

)()(

1

1 1

0
1

0

        (9) 

where ),,2,1(,, 0 ciPmm ii are the mean vector, the 
overall mean, and a prior probability of class i ,
respectively. Notice that the decomposition enables us to 
write the between-class scatter matrix in terms of 
class-mean differences and that the 
term T

jiji mmmm ))(( is actually the between-class 

scatter matrix for the classes i and j in a two-class 
model. In order to reduce the influence of the outlier 
classes, the between-class scatter matrix can be redefined 
as follows: 

T
jiji

c

i

c

ij
ijjiB mmmmPPS ))(()(

1

1 1
  (10) 

where is a weighting function depends on the Euclidean 

distance )()(: ji
T

jiij mmmm  between the 

classes i and j  in the original model. For the simplicity, 
in this paper, we define the weighting function 

2/1)( ijij .

Then the weighting Fisher criterion can be defined as 
follows: 
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where ]))([(1
1 1

T
ikik

c

i

L

k
iw mfmf

L
PS is the 

within-class scatter matrix. The optimal subspace, optE
by the WFLD is determined as follow: 

],,,[maxarg 121 c
w

T

B
T

Eopt ESE

ESE
E    (12) 

where ],,,[ 121 c is the set of generalized 

eigenvectors of BS and wS corresponding to the 

)1(c largest generalized eigenvalues 

1,,2,1, cii , i.e.,  

1,,2,1 ciSS iwiiB          (13) 

Thus, the feature vectors X for any query face images 
Z in the most discriminant sense can be calculated as 
follows: 

ZUEX TT
opt                 (14) 

IV. EXPERIMENTAL RESULTS 
Face recognition is a typical high-dimensional and small 

sample size problem. For testing the efficiency of our 
algorithm, experiments have been done on ORL face image 
database. ORL face image database is a widely used 
database. There are 10 different images of 40 distinct 
subjects and variations in facial expression (open/closed 
eyes, smiling/non-smiling) and facial details (glasses/no 
glasses). All the images were taken against a dark 
homogeneous background with the subjects in an up-right, 
frontal position, with tolerance for some tilting and rotation 
of up to about 20 . There is some variation in scale of up 
to about 10%. The size of each image is 11292 , which 
are shown by Fig.4.  

Fig. 4 Face images from ORL database 

Many researchers always use the ORL database to verify 
their algorithms. Here, we adopt the same definition of 
average error rate, aveE  used in [10,25,26], which is 
given by  

q

i
totmis

i
ave qnnE

1
/                (15) 

where q is the number of experiment times, each one 
being performed on random partitioning of the database 
into two sets, mis

in is the number of misclassifications for 
the i th time, and totn is the number of total testing 

patterns of each time. Using the criterion of aveE ,
comparisons with CNN [11], NFL [25] and M-PCA [26] 
performed in the same ORL database are shown in Table 1. 
For our proposed method, the best error rate is based on 
five times, and the feature dimension is 25 and 30, 
respectively.  

TABLE 1 ERROR RATE OF DIFFERENT APPROACHES 

Approach Times of simulations aveE  (%) 
CNN 3 3.83 
NFL 4 3.125 

M-PCA 10 2.4 
Our proposed 5 1.98 

V. CONCLUSIONS 
In this paper, an efficient approach for designing a neural 

classifier to cope with high-dimensional problems in face 
recognition is presented. The face features are first 
extracted by the PCA paradigm so that the resulting data 
are compressed significantly. Here, we preserve all positive 
principal components so that no statistical information of 
original images is lost. Then, the information is further 
condensed via the WFLD approach, which fully considers 
the influence of outlier classes and reduces the overlapping 
between the patterns. We present a new covering algorithm 
called max-density covering learning algorithm to design 
the classifier. The training problem of neural networks may 
be transformed into the covering problem of a point set, 
which avoids the iterative process, and overcomes the 
problem of longtime training of classical neural networks. 
At the same time, there is no need to guess the size, depth, 
and connectivity pattern of the network in advance. A 
reasonably small net is built automatically. 
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