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Abstract—We consider a class of Discrete Event Systems
(DES) that involves the control of resources allocated to
tasks under real-time constraints. This is motivated by power-
limited wireless environments such as sensor networks, where
the objective is to minimize energy consumption while guaran-
teeing that task deadlines are always met. In obtaining optimal
off-line controllers for such systems, we prove that simple static
control gives the unique optimal solution. The result is of
interest because it asserts the optimality of a simple controller
that does not require any data collection or processing in
environments where the cost of such actions is high.
Index Terms—Discrete event system, hybrid system, power-

limited system, optimization

I. INTRODUCTION
A large class of Discrete Event Systems (DES) involves

the control of resources allocated to tasks according to
certain operating specifications (e.g., tasks may have real-
time constraints associated with them). The basic modeling
block for such DES is a single-server queueing system
operating on a first-come-first-served basis, whose dynamics
are given by the well-known max-plus equation

= max( 1 ) + (1)

where is the arrival time of task = 1 2
is the time when task completes service, and is its
(generally random) service time. Traditionally, once a task
begins service, its processing rate is kept fixed, i.e., is
independent of the system state. However, as performance
requirements increase and DES are expected to operate in
heavily constrained environments, an interesting question
that arises is the following: what is the benefit of varying
the processing rate depending on the information available
to a controller that can regulate this rate? Examples arise
in manufacturing systems, where the operating speed of a
machine can be controlled to trade off between energy costs
and requirements on timely job completion [1]; in computer
systems, where the CPU speed can be controlled to ensure
that certain tasks meet specified execution deadlines [2];
and in sensor networks where severe battery limitations call
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for new techniques aimed at maximizing the lifetime of
such a network [3]. In such a setting, the physical process
taking place when task is served is characterized by its
own dynamics

˙ = ( ) ( 1) =
0 [ 1 ) (2)

where ( ) is the physical state of task over [ 1 ) and
( ) is some control defined over [ 1 ). Therefore, we

can rewrite (1) as

= max( 1 ) + ( ) = 1 2 (3)

where is the temporal state of task and ( ) is
its processing time which now depends on some control
; for notational ease, we write to denote a function
( ) defined over [ 1 ), and similarly for . This,

in turn, transforms the DES into a hybrid system, where
(3) represents the event-driven and (2) the time-driven
component.
Our goal is to study the question raised above in the

general context of (3) and (2), given a specific performance
objective for the system. In this paper, we restrict ourselves
to a particular family of problems motivated by power-
limited wireless systems such as sensor networks, where
the objective is to minimize energy consumption while
satisfying some operating constraints. The processing of
tasks at a typical node of such a system can be modeled
by (3). The control, in this case, is the voltage of the node
processor and the idea of Dynamic Voltage Scaling (DVS) is
to adjust this voltage depending on the state of the system
[4],[5],[6],[7],[8],[9]. Since energy is generally related to
voltage through a relationship of the form = 2 for
some constant , scaling down the processing voltage will
decrease the processing rate but it will also quadratically
decrease the energy per operation. The physical state of
task is the number of operations left, given that the task
starts out with a given number of operations to execute. The
objective is to minimize the total energy consumed over
some given number of tasks, subject to the event and
time-driven dynamics and possibly additional constraints on
the state and control processes.
The design of the controller depends on the mode of

operation of the system. In an off-line scheme, the sequence
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of task arrival times { }, = 1 , is known in
advance. Often, an arrival is always constrained to occur in
a known interval [ +], referred to as “release time jitter”
[2]; this includes situations where if expected tasks are not
received within a particular time interval, then they are
considered useless and are never processed (e.g., expected
data that arrive too late to a processing node in a sensor
network). Thus, a “worst case controller” can be designed
using the sequence { +}, = 1 . On the other hand,
in an on-line scheme, at time the controller has at its
disposal all actual arrival time data , which allows it
to be more flexible; if, for example, the set { : } has
a large cardinality, then a high processing rate is called for
to prevent a further backlog of tasks.
The controller is dynamic when ( ) is allowed to vary

over all [ 1 ); it is called static when ( ) is
kept fixed over [ 1 ). The main contribution of this
paper is to show that a static control is the unique optimal
control of a problem minimizing the total energy consumed
subject to task deadline constraints for given ,
= 1 . The result is significant since it asserts the
optimality of a simple controller that does not require any
data collection or processing in environments where the cost
of such actions is high. Moreover, a static controller requires
no overhead that would otherwise be involved in making
continuous control adjustments and, as we will see later,
it is helpful in designing on-line dynamic controllers as
well. As will become obvious from the analysis, our result
is quite general and applies to all optimal control settings
described above, as long as the cost function of interest is
strictly convex and monotonically increasing (or decreasing,
depending on the control variables we use).
In section II, we present our system model and formulate

the optimization problem. Section III contains the main
results. We conclude in Section IV by discussing the
implications of our work and future directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The system we consider is characterized by the event-
driven dynamics (3), where is the arrival time of task
= 1 2 , and is the time when task completes
service. For power-limited wireless devices which must
maintain operational simplicity, we assume a first-come-
first-served and nonpreemptive queueing model. Let us
assume that arrival times are given, so that we consider an
off-line control scheme in which all controls are evaluated
in advance.
Considering first a static controller, let be a control

variable representing the processing time allocated to task
= 1 and is kept fixed throughout [ 1 ). We
assume that min max, = 1 , where
min max are given. We also assume that each task

is constrained to be completed by a given deadline and

consider the optimization problem:

min
1

X
=1

( ) (4)

s.t. min max = 1

= max( 1 ) + = 1 0 = 0

where the cost function ( ) represents the energy con-
sumed in processing task under control . We assume that
( ) is strictly convex, differentiable, and monotonically

decreasing in . An explicit form for ( ) can be obtained
for specific processor types. As an example, for CMOS
processors [10], the energy consumption per operation
is related to the operating voltage through

= 1
2 (5)

and the processing frequency (clock speed) is given by

=
2

(6)

where 1 2 are constants dependent on the physical
characteristics of a device and is the threshold voltage,
so that . If task has operations and is processed
with a constant rate , then from (5) and (6), we can get:

( ) = = 1

µ
2

¶2
(7)

Moreover, assuming the voltage is constrained so that
min max, the constraint on becomes

min =
2 max

max
max =

2 min

min
(8)

We omit the amount of time it takes for the processor to
reach steady state during voltage and frequency changing,
since the transition time is very small compared to task
processing times (e.g., the lpARM processor in [11] is
designed to operate between 1.1V and 3.3V, resulting in
speeds between 10MHz and 100MHz, and clock frequency
transitions take approximately 25 for a complete 10MHz
to 100MHz transition).
Let us now define = 1 = where is the

processing rate of task , and is the processing time per
operation. Then, from (7), we get

( ) = 1

µ
2

¶2
Thus, for cost functions of this form we can write

( ) = ( ) (9)

where ( ) does not depend on the specific task and repre-
sents the energy consumption per operation as a function of
. Treating 1 as the control variables in the static

controller setting and assuming a cost function that satisfies
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(9), we can rewrite (4) as follows and refer to it as problem
P1:

min
1

X
=1

( )

s.t. min max = 1

= max( 1 ) + = 1 0 = 0

where min = min
max = max . From (8), min

max are constants, and they are independent of . In what
follows, we will remove the constraint max, =
1 from our problem formulation. We will soon show
that this does not affect the optimal solution. The relaxed
problem, which we shall refer to as (1 ), becomes

min
1

X
=1

( )

s.t. min = 1

= max( 1 ) + = 1 0 = 0

This problem formulation was used in [12] in addressing
the DVS problem. (1 ) is a special case of the more
general class of problems of this type studied in [13], where
a decomposition algorithm termed the Forward Algorithm
(FA) was derived. As shown in [13], instead of solving this
complex nonlinear optimization problem, we can decom-
pose the optimal sample path to a number of busy periods. A
busy period (BP) is a contiguous set of tasks { } such
that the following three conditions are satisfied: 1 ,

+1, and +1, for every = 1.
The FA decomposes the entire sample path into BPs and
replaces the original problem by a sequence of simpler
convex optimization problems, one for each BP; as shown in
[13], the solution is identical to that of the original problem.
In [12], it is shown that the additional structure of (1 )
leads to an efficient algorithm that decomposes the sample
path even further and does not require solving any convex
optimization problem. In what follows, we shall make use
of some results in [12]. We will use { }, = 1 , to
denote an optimal solution of (1 ).
Lemma 1: (1 ) has a unique solution.
Proof: Invoking Lemma 3 in [12], +1 iff
+1 Therefore, the BP structure of the optimal sample

path is uniquely characterized by the known 1

and 1 . In addition, suppose we have a BP starting
with task and ending with task . The set of all feasible
controls { } is a convex set and the cost function
in (1 ) is strictly convex. Therefore, the solution of the
optimization problem pertaining to this BP is unique and it
follows that (1 ) has a unique solution.
Lemma 2: Suppose 1 is the unique solution to
(1 ). Let

0
= if max and

0
= max

otherwise, for all = 1 Then,
0
1

0
is the

unique solution to problem P1.
Proof: Suppose there are tasks whose optimal

controls for (1 ) are such that 1 max Denote

these optimal controls by (1) ( ), and denote
the remaining optimal controls by (1) ( )
Therefore,

0
= = (1) ( )

0
= max = (1) ( )

We first show that by removing those tasks with max,
there is no effect on the optimal control of task 1 or
task + 1 in (1 ). If task is the first or last task of
a BP, we only need to consider task + 1 or task 1
respectively. Therefore, we consider the more general case
where task neither starts nor ends a BP. There are five
cases to consider:
1) 1 1 and +1 From

Proposition 3 in [12], 1 = = +1 Therefore, both
tasks 1 and + 1 are also removed in this case.
2) 1 = 1 Since task 1 is done at its deadline,

removing task can have no effect on task 1.
3) 1 = From Proposition 3 in [12], 1

Since max we have 1 max and task 1 is
also removed.
4) = From Proposition 3 in [12], +1 Since

max we have +1 max and task + 1 is also
removed.
5) = +1 Since task +1 is processed right after its

arrival, removing task can have no effect on task + 1.
Since there is no improvement to the optimal controls of

tasks adjacent to for any = (1) ( ), it fol-
lows that removing all tasks (1) ( ) can result
in no improvement to the remaining tasks (1) ( )
in (1 ). This can be easily seen by applying a contradic-
tion argument and using Lemma 1. Suppose there exists
another solution to problem (1 ) where the tasks
are those labeled (1) ( ) above and this solution
is {¯ (1) ¯ ( )} By inserting tasks (1) (
) with corresponding controls (1) ( ) we

obtain another solution to (1 ) since we have shown
that the inclusion of these tasks has no effect on the
rest. This solution is given by {¯ (1) ¯ ( )} for
(1) ( ) and { (1) ( )} for the rest
This contradicts Lemma 1 where we established that
(1 ) has a unique solution.
Therefore, { (1) ( )} is the unique solution to

problem P1 when this is solved for tasks (1) ( )
instead of tasks 1 Now, let us add tasks
(1) ( ) into problem P1 with control max

for each one of them. This solution is just
0
1

0
and

it is the unique solution to problem P1.
Lemma 2 above provides the justification for removing

the constraint max = 1 in our problem
formulation, without affecting optimality.
As already mentioned, we have formulated (1 ) as

a static control optimization problem (in the DVS setting,
this is also referred to as “inter-task” control, i.e., the
execution of control actions is at task departures only). A
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dynamic controller is one where voltage can be adjusted at
any time instant. However, since the state of our queueing
model can only change as a result of two event types (task
arrivals and task departures), the only other possible times
when a voltage change can be considered in any [ 1 )
are arrival times such that 1 . This is
referred to as “intra-task” control, as illustrated in Fig. 1.
For example, 2 1, therefore, the processing rate for
task 1 is initially 1 11 and then becomes 1 12 at time
2.

a1 a2 x1 x2 a3 a4 x3 a5 x4 x5 … t

t
0

(t)
11

12

21

31

32

41

42

51 …

a1 a2 x1 x2 a3 a4 x3 a5 x4 x5

Fig. 1. Example of intra-task control.

We can formulate an optimization problem in which the
controller is updated at both arrival and departure times as
follows. Let be the number of times the rate changes
during the processing time of task i.e., number of arrivals
during the processing time of task . Moreover, let be
the length of -th interval in the processing time of task
over which the rate remains fixed, = 1 + 1 The
intra-task optimization problem P2 can be formulated as
follows:

min
X
=1

+1X
=1

( )

s.t. min = 1 = 1 + 1

0 0 = 1 0 = 0

= max( 1 ) +

+1X
=1

= 1

0 = 0

= + max( 1 + 1) for 0

= +
1X

=0

= 1 = 1

X
=1

=

+1X
=1

= = 1

Note that and are all treated as control variables.
However, not all are controllable: when 1 only

1 and +1 are controllable, whereas all other 1
+ 1 are determined by task arrivals. A control

is applied at the beginning of task ’s processing time and
may be updated at each arrival (if any) that occurs during
the processing of task . However, the control between any
two adjacent events is still constant.
We shall now formulate a general dynamic control prob-

lem, P3, in which the controller may change at any time,
so that P2 will be a special case of it. We shall then
analyze P3. To do so, we will view = 1 as the
controllable processing rate, so that in the cost function
we replace ( ) by (1 ) ( ). Recalling the hybrid
system framework of (3) and (2), we can define the physical
state of task as the number of operations left in the interval
[max( 1 ) ], i.e.,

˙ = ( ) [max( 1 ) )

(max( 1 )) = ( ) = 0

while the temporal state satisfies

= max( 1 ) + ( ( )) [max( 1 ) )

It is more convenient to treat the departure times =
1 as control variables as well and combine the two
equations above to obtain a set of integral sample path
constraints:Z

max( 1 )

( ) = = 1

The dynamic optimization problem P3 is as follows:

min
( ) =1

Z
1

( ) ( ( ))

s.t. 1 ( ) min for all [ 1 ]

= 1 0 = 0Z
max( 1 )

( ) = = 1

Comparing this to P2, note that in the objective function
of P2 ( ) is the energy consumed by the
operations executed over the th fixed-control interval in the
processing time of task . In the objective function of P3,
( ) is the number of operations processed in time and
( ) ( ( )) is the energy consumed by these operations.
In both cases, the objective function represents the total
energy needed to process tasks.
In the next section we will analyze P3 and show that

its solution is in fact a controller which is static over each
task’s processing time. Moreover, this solution is identical
to the solution { 1 } of problem (1 ), so that
applying intra-task control as in P2 provides no benefit.

III. OFF-LINE OPTIMALITY ANALYSIS
We begin with an auxiliary lemma, which will be used

to establish the key result in this section, Lemma 4, which
in turn will allow us to derive Theorem 5.
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Lemma 3: If ( ) is a strictly convex, differentiable and
increasing function of R 0, then ( ) is a strictly
convex function.

Proof: See [14].
Lemma 4: Suppose

R
( ) = where ( ) 0 is

bounded over [ ] R is a constant, and
( ) is strictly convex, increasing, and differentiable. Then,R
( ) ( ( )) is minimized when ( ) = and this

is the unique minimum.
Proof: We use a contradiction argument and assume

that ( ) = is not the unique minimizer, i.e., either
( ) = is not a minimizer or it is a minimizer but is
not unique. Let

0
( ) 6= for all [ ] be a feasible

minimizing function bounded over [ ]. Because
0
( ) is

feasible, Z
0
( ) =

and since
0
( ) 6= for all [ ], there must exist

1 and 2 s.t. 1 2

0
( 1) 6=

0
( 2) 6=

and
0
( 1)+

0
( 2) = 2 .

Consider a function
00
( ) which is defined as follows:

00
( ) =

0
( ) + (

0
( 1))1[ = 1]

+(
0
( 2))1[ = 2]

where 1[·] is the usual indicator function. Then,Z
00
( ) =

Z
1 0

( ) +

Z +
1

1

1[ = 1] +Z
2

+
1

0
( ) +

Z +
2

2

1[ = 2] +

Z
+
2

0
( )

and since
0
( 1)+

0
( 2) = 2 we getZ

00
( ) =

Z
0
( ) =

Therefore,
00
( ) is feasible. Then,Z

00
( ) (

00
( )) =

Z
1 0

( ) (
0
( )) + (10)Z +

1

1

( )1[ = 1] +

Z
2

+
1

0
( ) (

0
( )) +Z +

2

2

( )1[ = 2] +

Z
+
2

0
( ) (

0
( ))

Because ( ) is convex, increasing and differentiable,
and 0 from Lemma 3, ( ) is a strictly convex
function. By definition, for all [0 1],

0
( 1) (

0
( 1)) + (1 )

0
( 2) (

0
( 2)) (

0
( 1)+

(1 )
0
( 2)) (

0
( 1) + (1 )

0
( 2))

Choosing = 1 2 gives
0
( 1) (

0
( 1)) +

0
( 2) (

0
( 2))

2((
0
( 1) +

0
( 2)) 2) ((

0
( 1) +

0
( 2)) 2)

= 2 ( )

and using this inequality in (10) we obtain:Z
00
( ) (

00
( ))

Z
1 0

( ) (
0
( )) +Z +

1

1

0
( 1) (

0
( 1))1[ = 1] +

Z
2

+
1

0
( ) (

0
( )) +Z +

2

2

0
( 2) (

0
( 2))1[ = 2] +

Z
+
2

0
( ) (

0
( ))

=

Z
0
( ) (

0
( ))

This inequality contradicts the assumption that
0
( ) 6=

is a minimizer. Since all feasible functions other than
the fixed one cannot be minimizers, it follows that
( ) = must be the unique minimizer.
Using this result, let us now compare the solutions of
(1 ) and of problem P3.
Theorem 5: If ( ) is the optimal control function

during the processing of task in P3, and is the
corresponding optimal control in (1 ), then ( ) =
1 .

Proof: In Lemma 4, let ( ) = ( ) ( ( )) =
( ( )), and = ( 1 ), = where { },
= 1 , is any feasible solution of problem P3. Then,
( ) is a constant. With ( ) constant, look at P3 and

observe that when the cost function is minimized, ( ) = 0
in any idle period. Thus, the cost function can be rewritten
as a summation over tasks:X

=1

Z
max( 1 )

( ) ( ( )) =

X
=1

[ max( 1 )] ( ) ( ( ))

With ( ) = 1 a constant over [max( 1 ) ], the
integral constraints in P3 reduce to

( max( 1 )) = = 1 (11)

and the cost function above becomesX
=1

(1 )
X
=1

( )

Moreover, from (11) we can see that all are explicitly
determined from and and the initial condition 0 = 0.
Therefore, is no longer a control variable. Combining all
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these observations, problem P3 can be rewritten as follows:

min
1

X
=1

( )

s.t. min = 1

= max( 1 ) + = 1 0 = 0

which is precisely problem (1 ). Therefore, with
( ) constant, problems (1 ) and P3 are identical and

it follows that ( ) = 1 From Lemma 1, P3 also has
a unique solution.
Theorem 5 asserts that the optimal dynamic control for

the off-line problem we have formulated is to keep the
processor rate constant while processing the same task, i.e.,
a static control is globally optimal. In other words, the
solution of (1 ) (which can be obtained by the efficient
algorithm presented in [12]) gives a lower bound for the
off-line dynamic optimization problem.

IV. CONCLUSIONS AND FUTURE WORK

We have considered the off-line optimal control problem
for a class of DES encountered in power-limited wireless
systems. In particular, we are interested in minimizing the
energy consumption in such systems subject to some control
constraints and the requirement that the execution of all
tasks meets prespecified time deadlines. We have estab-
lished the fact that a static control is the unique solution of
this dynamic optimization problem, which ensures that such
systems can be optimally controlled without the need to
collect or process data. In addition, the fact that the control
is fixed over each task further preserves the overhead that
would otherwise be required to make processing rate (i.e.,
processor clock speed) adjustments at arrival event times in
the formulation of P2.
Our next goal is to design on-line controllers for these

systems. In this case, we no longer assume that task arrival
information is known; instead, real-time event information
obtained over the evolution of a sample path is used and
one can no longer expect that a static controller would
be optimal. Moreover, the absence of future event time
information requires us to treat this as a stochastic control
problem. To bypass the complexity that would result, one
can resort to designing a Receding Horizon (RH) controller,
based on the assumption that some future information over
a limited time window is available or can be estimated
with good accuracy; such controllers have been developed
and analyzed in [15]. In general, we must seek on-line
controllers which ( ) guarantee the required task deadlines,
( ) attempt to minimize energy consumption, and ( ) if
they are not optimal, it is possible to quantify their deviation
from optimal performance. Our results in this paper are
helpful in designing on-line RH controllers, since at each
decision point where the receding horizon is updated we
are actually solving an off-line problem that uses the limited
future task information available within the RH “lookahead”
window. Although optimal control will no longer be static

from one decision point to another, the optimal control
evaluated at a specific decision point will remain static.
Therefore, based on our results, at any such decision point
an on-line controller does not require any data collection
or processing either, after it acquires the updated task
information.
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