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#### Abstract

In this paper, cooperative control of dynamic systems is formulated as the problem of choosing a linear feedback control law of the systems' outputs and making the states of individual systems converge to the same steady state. As such, cooperative behavior of the overall system can be studied by investigating the convergence property of products of row stochastic matrices. Two new results on the convergence of matrix products are obtained, one on products of lower-triangular matrices and the other on products of lower-triangular matrices and general matrices. Neither of the two results requires that matrices be irreducible, and they can be used as the tools for the design and stability analysis of cooperative control. In particular, less-restrictive conditions on the design of cooperative control feedback matrices are established for a general class of MIMO dynamic systems of finite but arbitrary relative degree. The proposed design doesn't require either the directed robot sensor graph being irreducible or a fixed leader. An example is provided to illustrate the proposed design method and new results.


## I. Introduction

The study of cooperative control for multiple robots has been motivated by the flock behavior of animals. As early as 1980 's, Reynolds introduced the first computer animation of flocking by using the local control strategies: cohesion, separation, and alignment [8]. In [9], a flocking model for a group of particles moving in the plane was proposed using the "neighboring rules" and verified through simulations. The theoretical explanation of this "nearest neighbor rules" was recently given in [5] by using graph theory. It is proved that all the agents' headings converge to a common value provided that the undirected sensor graphs for all agents are periodically strongly connected. The extension to the case of directed sensor graph was done in [11][6]. In our recent paper [7], we further extended those results to the case of dealing with a class of general MIMO dynamic systems of finite but arbitrary relative degree, and studied the coordination behavior of the overall system under leader-follower cooperative control while the directed sensor graphs always being not strongly connected.

In this paper, as a continuation of [7], we address the leaderless cooperative control problem by finding a set of less-restrictive conditions on the connectivity requirements among robots. Our study starts with exploiting the new convergence properties of the product of row stochastic matrices [10]. First, for a class of row stochastic matrices

[^0]in the lower-triangular structure, we find an easy-to-check condition on its convergence and give an elegant proof (theorem 2.1). Then, by presenting one important result on the property of row stochastic matrices (lemma 2.4), an important convergence result on the product of two combined sequences of row stochastic matrices are established (theorem 2.2). In particular, a necessary and sufficient condition is given for row stochastic matrices in the lower-triangular structure (corollary 2.1), which has direct application to find the less-restrictive conditions on leaderless cooperative control. Third, by using the new convergence results on row stochastic matrices, we consider a group of MIMO dynamic systems of finite but arbitrary relative degree and propose a new guideline for the design of cooperative controls. The obtained less-restrictive conditions are easy-to-check and don't require the irreducibility of directed sensor graphs. Moreover, no fixed leader is required during the motion of robots. It is proved that the overall system will converge to the same steady state. The contribution of this paper is twofold: first, we obtain some new results on the convergence of row stochastic matrices (theorem 2.1, lemma 2.4, theorem 2.2 , and corollary 2.1 ), which provide a rigorous framework for the stability analysis of cooperative control systems; second, we find a set of less-restrictive conditions on the connectivity requirements among robots, and establish a guideline for the design of leaderless cooperative control. The proposed method is applicable to a general class of systems which can be transformed into the canonical model given in the paper.

Throughout the paper, the following notations and definitions are used. Let $\mathbf{1}_{p}$ be the $p$-dimensional column vector with all its elements being 1, and $\mathbf{J}_{r_{1} \times r_{2}} \in \Re^{r_{1} \times r_{2}}$ be a matrix whose elements are all 1. A nonnegative matrix has all entries nonnegative. A square real matrix is row stochastic if it is nonnegative and its row sums all equal 1 . For a row stochastic matrix $E$, define $\delta(E)=\max _{j} \max _{i_{1}, i_{2}} \mid E_{i_{1} j}-$ $E_{i_{2} j} \mid$, which measures how different the rows of $E$ are. Also, define $\lambda(E)=1-\min _{i_{1}, i_{2}} \sum_{j} \min \left(E_{i_{1} j}, E_{i_{2} j}\right)$.

Given a sequence of nonnegative matrix $E(k), E(k) \succ$ $0, k=0,1, \cdots$, means that, there is a sub-sequence $\left\{l_{v}, v=\right.$ $1, \cdots, \infty\}$ of $\{0,1,2, \cdots, \infty\}$ such that $\lim _{v \rightarrow \infty} l_{v}=+\infty$ and $E\left(l_{v}\right) \neq 0$, that is, there exists at least one element $E_{i j}\left(l_{v}\right) \geq \epsilon$ for $\epsilon>0$. A non-negative matrix $E$ is said to be reducible if the set of its indices, $\mathcal{I} \triangleq\{1,2, \cdots, n\}$, can be divided into two disjoint nonempty sets $\mathcal{S} \triangleq\left\{i_{1}, i_{2}, \cdots, i_{\mu}\right\}$ and $\mathcal{S}^{c} \triangleq \mathcal{I} / \mathcal{S}=\left\{j_{1}, j_{2}, \cdots, j_{\nu}\right\}($ with $\mu+\nu=n)$ such that $E_{i_{\alpha} j_{\beta}}=0$, where $\alpha=1, \cdots, \mu$ and $\beta=1, \cdots, \nu$. Matrix
$E$ is said to be irreducible if it is not reducible. A square matrix $E \in \Re^{n \times n}$ can be used to define a directed graph with $n$ nodes $v_{1}, \cdots, v_{n}$, and there is a directed arc from $v_{i}$ to $v_{j}$ if and only if $E_{i j} \neq 0$. A directed graph represented by $E$ is strongly connected if between every pair of distinct nodes $v_{i}, v_{j}$ there is a directed path of finite length that begins at $v_{i}$ and ends at $v_{j}$. The fact that a directed graph represented by $E$ is strongly connected is equivalent to that matrix $E$ is irreducible [4].

## II. New Results on Products of Row Stochastic Matrices

The classical convergence result of the infinite products of sequences of row stochastic matrices [10] has been recently applied in the study of coordination behavior of groups of agents [5][11]. In this section, we further exploit the convergence properties of the infinite products of sequences of row stochastic matrices and establish some new relaxed conditions which have direct applications to the cooperative control design of mobile robots.

Lemma 2.1: [10][11] Consider a finite or infinite set of row stochastic matrices $\left\{P_{i} \in \Re^{R \times R}\right\}$ satisfying $0 \leq$ $\lambda\left(P_{i}\right) \leq \delta<1$. Then, for each infinite sequence, $P_{l_{1}}, P_{l_{2}}, \cdots$, there exists a row vector $c \in \Re^{1 \times R}$ such that

$$
\lim _{k \rightarrow \infty} \prod_{j=0}^{k-1} P_{l_{k-j}}=\mathbf{1}_{R} c .
$$

Lemma 2.1 presents a powerful result on the convergence of the product of arbitrary infinite sequence generated from set $\left\{P_{i} \in \Re^{R \times R}\right\}$. However, in the applications to cooperative control, we are more interested in the study of the convergence property of a given sequence of row stochastic matrices. Given a sequence of row stochastic matrices $P(k) \in \Re^{R \times R}$, it follows from lemma 2.1 that $\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} P(k-l)=\mathbf{1}_{R} c$ if $0 \leq \lambda(P(k)) \leq \delta<1$ for every $k$. However, this condition on $P(k)$ is relatively strong and is also not necessary. For example, given a matrix

$$
P=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0.1 & 0.9 & 0 \\
0 & 0.7 & 0.3
\end{array}\right]
$$

we have $\lambda(P)=1$, but it can be easily verified that $\lim _{l \rightarrow \infty} P^{l}=\mathbf{1} c$ with $c=[1,0,0]$.
In what follows, we will find the relaxed conditions on $P(k)$ such that $\prod_{l=0}^{k-1} P(k-l)$ will converge as $k \rightarrow \infty$, which is useful for establishing the less-restrictive conditions on the connectivity requirements for groups of robots in the design of cooperative control. The following lemma can be concluded from lemma 2.1 and provides a relaxed condition on the convergence of a class of sequence $P(k)$.

Lemma 2.2: Given a sequence of row stochastic matrices $P(k) \in \Re^{R \times R}$. If there is a sub-sequence $\left\{l_{v}, v=0,1, \cdots, \infty, l_{0}=0\right\}$ of $\{0,1,2, \cdots, \infty\}$ such that $\lim _{v \rightarrow \infty} l_{v}=+\infty$ and $0 \leq \lambda(Q(k)) \leq \delta<1$, where $Q(k)=P\left(l_{k}\right) P\left(l_{k}-1\right) \cdots P\left(l_{k-1}+1\right), k=1,2, \cdots, \infty$,
then $\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} P(k-l)=\mathbf{1}_{R} c$ with $c$ being a constant vector. Furthermore, if $P(k)$ is in the lower-triangular structure with positive diagonal elements, then the condition is both sufficient and necessary.

Proof: Omitted.
Remark 2.1: For general $P(k)$, the condition in lemma 2.2 is not necessary. For example, given $P=[0.2,0.5,0.3 ; 0.3,0.5,0.2 ; 0.2,0.5,0.3]$ and $Q=[0.1,0,0.9 ; 0,1,0 ; 0.2,0,0.8]$, the product $P * Q^{n}=[0.0909,0.5000,0.4091$; $0.0909,0.5000,0.4091 ; 0.0909,0.5000,0.4091]$ as $n \rightarrow \infty$. However, since $\lambda\left(Q^{n}\right)=1$, we cannot find the subsequence $\left\{l_{v}\right\}$.
Lemma 2.2 gives a condition on convergence of sequence $P(k)$. However, it is usually difficult to find the subsequence $\left\{l_{v}\right\}$ and also not easy to check the value of $\lambda(Q(k))$. It would be desirable to have the direct conditions on $P(k)$. In what follows, we first present such a condition for a sequence of row stochastic matrices in the lowertriangular structure, and then extend it to the more general case. Before proceeding, the following lemma is required which gives a general result on the convergence of a discrete-time system satisfying some properties.
Lemma 2.3: Consider the following discrete-time equation

$$
\begin{equation*}
Q_{i}(k)=P_{i j}(k) Q_{j}(k-1)+P_{i i}(k) Q_{i}(k-1), \quad i \neq j \tag{1}
\end{equation*}
$$

where $Q_{i}(k) \in \Re^{r_{i} \times R}$ and $Q_{j}(k) \in \Re^{r_{j} \times R}$ satisfying $Q_{i}(k) \mathbf{1}_{R}=\mathbf{1}_{r_{i}}$ and $Q_{j}(k) \mathbf{1}_{R}=\mathbf{1}_{r_{j}}$, and $P_{i j}(k) \in \Re^{r_{i} \times r_{j}}$ and $P_{i i}(k) \in \Re^{r_{i} \times r_{i}}$ satisfying $P_{i j}(k) \mathbf{1}_{r_{j}}+P_{i i}(k) \mathbf{1}_{r_{i}}=$ $\mathbf{1}_{r_{i}}$, and $Q_{i}(k) \geq 0, Q_{j}(k) \geq 0, P_{i j}(k)>0$ and $P_{i i}(k)>$ 0 . If $\lim _{k \rightarrow \infty} Q_{j}(k)=\mathbf{1}_{r_{j}} c_{j}$ with $c_{j} \in \Re^{1 \times R}$ being a constant vector, and there exists a constant $\epsilon<1$ such that

$$
\begin{equation*}
\left|\tilde{Q}_{j}(k)\right|=\left|Q_{j}(k)-\mathbf{1}_{r_{j}} c_{j}\right| \leq \epsilon^{k} \mathbf{J}_{r_{j} \times R}, \tag{2}
\end{equation*}
$$

then,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} Q_{i}(k)=\mathbf{1}_{r_{i}} c_{j} . \tag{3}
\end{equation*}
$$

Proof: omitted.
Theorem 2.1: Consider a sequence of nonnegative, row stochastic matrices in the lower-triangular structure
$P(k)=\left[\begin{array}{cccc}P_{11}(k) & & & \\ P_{21}(k) & P_{22}(k) & & \\ \vdots & \vdots & \ddots & \\ P_{m 1}(k) & P_{m 2}(k) & \cdots & P_{m m}(k)\end{array}\right] \in \Re^{R \times R}$,
where $R=\sum_{i=1}^{m} r_{i}$, sub-blocks $P_{i i}(k)$ on the diagonal are square and of dimension $\Re^{r_{i} \times r_{i}}$, sub-blocks $P_{i j}(k)$ off diagonal are of appropriate dimensions. Suppose that $P_{i i}(k) \geq \epsilon_{i} \mathbf{J}_{r_{i} \times r_{i}}$ for some constant $\epsilon_{i}>0$ and for all $(i=1, \cdots, m)$, and in the $i$ th row of $P(k)(i>1)$, there is at least one $j(j<i)$ such that $P_{i j} \succ 0$. Then,

$$
\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} P(k-l)=\mathbf{1}_{R} c
$$

where constant vector $c=\left[c_{1}, 0, \cdots, 0\right] \in \Re^{1 \times R}$ with $c_{1} \in$ $\Re^{1 \times r_{1}}$.

Proof: The proof can be done by induction using lemma 2.3. Define $Q(k)=\prod_{l=0}^{k-1} P(k-l)$ and the $i$ th row of $Q(k)$ being $Q_{i}(k)=$ $\left[Q_{i 1}(k), Q_{i 2}(k), \cdots, Q_{i i}(k), 0, \cdots, 0\right]$.
(i) Since sub-block $P_{11}(k) \geq \epsilon_{1} \mathbf{J}_{r_{1} \times r_{1}}$ is row stochastic, and $0 \leq \lambda\left(P_{11}(k)\right) \leq \sigma_{1}<1$, where $\sigma_{1}=1-r_{1} \epsilon_{1}$, thus, it follows from lemma 2.2 that

$$
\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} P_{11}(k-l)=\mathbf{1}_{r_{1}} c_{1} \triangleq P_{11}^{*}
$$

On the other hand, since

$$
\left|\prod_{l=0}^{k-1} P_{11}(k-l)-P_{11}^{*}\right| \leq \delta\left(\prod_{l=0}^{k-1} P_{11}(k-l)\right) \mathbf{J}_{r_{1} \times r_{1}}
$$

it then follows from $\delta\left(\prod_{l=0}^{k-1} P_{11}(k-l)\right) \leq$ $\prod_{l=0}^{k-1} \lambda\left(P_{11}(k-l)\right)$ [10] that, $\left|\prod_{l=0}^{k-1} P_{11}(k-l)-P_{11}^{*}\right| \leq$ $\sigma_{1}^{k} \mathbf{J}_{r_{1} \times r_{1}}$, and $\left|Q_{1}(k)-\mathbf{1}_{r_{1}} c_{1}\right| \leq \sigma_{1}^{k} \mathbf{J}_{r_{j} \times R}$.
(ii) Consider $i=2$. Since for $P_{21}(k) \succ 0$, we can always construct a new sequence $S(k)$ such that $S_{21}(k)>0$ for all $k$ [7]. Without loss of generality, we assume that $P_{21}(k)>$ 0 . It follows that

$$
Q_{2}(k)=P_{21}(k) Q_{1}(k-1)+P_{22}(k) Q_{2}(k-1)
$$

Noting that $P_{21}(k) \mathbf{1}_{r_{1}}+P_{22}(k) \mathbf{1}_{r_{2}}=\mathbf{1}_{r_{2}}$, and $P_{21}(k)>$ 0 and $P_{22}(k)>0$, it then follows from lemma 2.3 that $\lim _{k \rightarrow \infty} Q_{2}(k)=\mathbf{1}_{r_{2}} c_{2}$.
(iii) For general $i \geq 2$, without loss of generality, suppose that $P_{i j_{1}} \succ 0$ and $P_{i j_{2}} \succ 0$, and

$$
\begin{aligned}
\lim _{k \rightarrow \infty} Q_{j_{1}}(k-1) & =\mathbf{1}_{r_{j_{1}}} c_{j_{1}}=\mathbf{1}_{r_{j_{1}}} c_{j} \\
\lim _{k \rightarrow \infty} Q_{j_{2}}(k-1) & =\mathbf{1}_{r_{j_{2}}} c_{j_{2}}=\mathbf{1}_{r_{j_{2}}} c_{j}
\end{aligned}
$$

Note that $Q_{i}(k)=P_{i j_{1}}(k) Q_{j_{1}}(k-1)+P_{i j_{2}}(k) Q_{j_{2}}(k-1)+$ $P_{i i}(k) Q_{i}(k-1)$. Similarly, it follows from $P_{i j_{1}}(k) \mathbf{1}_{r_{j_{1}}} c_{j}+$ $P_{i j_{2}}(k) \mathbf{1}_{r_{j_{2}}} c_{j}+P_{i i}(k) \mathbf{1}_{r_{i}} c_{j}=\mathbf{1}_{r_{i}} c_{j}$ and using lemma 2.3, we have $\lim _{k \rightarrow \infty} Q_{i}(k)=\mathbf{1}_{r_{i}} c_{j}$.

Theorem 2.1 provides an easy-to-check condition for the convergence of a sequence of row stochastic matrices $P(k)$ in the lower-triangular form, which can find the application to the design and analysis of leader-follower cooperative control [7]. However, for the design and analysis of cooperative controls in the case of general connectivity topologies (leaderless) within the network, we need to study the convergence properties of sequences of lower-triangular row stochastic matrices with mixed permutation matrices. That is, we need further study the convergence of the product of a sequence of row stochastic matrices $T(k) P(k) T^{T}(k)$ where $P(k)$ is in the triangular form and $T(k)$ is the permutation matrix.

In general, given $P(k)$ satisfying the conditions in theorem 2.1, the convergence cannot be guaranteed any more
when permutation matrices are incorporated into the sequence. New conditions have to be exploited. For example, consider
$P_{1}=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0.1 & 0 & 0.9 & 0 \\ 0 & 0 & 0 & 1\end{array}\right], P_{2}=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0.2 & 0.8 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0.2 & 0 & 0.8\end{array}\right]$
It is easy to verify that $\lim _{n \rightarrow \infty}\left(P_{1} P_{2}\right)^{n}=$ $1\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]$. However, given permutation matrix

$$
T=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

the product $\left(P_{1} T P_{2} T^{T}\right)^{n}$ will not converge as

$$
\lim _{n \rightarrow \infty}\left(P_{1} T P_{2} T^{T}\right)^{n}=\left[\begin{array}{cccc}
0.2857 & 0 & 0.7143 & 0 \\
0 & 1 & 0 & 0 \\
0.2857 & 0 & 0.7143 & 0 \\
0.2857 & 0 & 0.7143 & 0
\end{array}\right]
$$

An important convergence result on the combination of two sequences of row stochastic matrices is stated in the following theorem. Before presenting this theorem, we first give the following lemma which shows how the property of $\lambda(\cdot)<1$ is preserved when additional row stochastic matrices are inserted into the product of row stochastic matrices.

Lemma 2.4: Given row stochastic matrices $L \in \Re^{R \times R}$, $M \in \Re^{R \times R}$, and $Q \in \Re^{R \times R}$. Suppose that the values of the positive elements of $L$ and $M$ are greater than $\epsilon_{l}$ and $\epsilon_{m}$, respectively. Let $S=L M$ and $P=L Q M$. If $0 \leq \lambda(S) \leq \delta_{s}<1$, and $Q_{i i} \geq \epsilon_{q}>0$, then $\lambda(P) \leq \delta_{p}<1$ with $\delta_{p}=1-\left(1-\delta_{s}\right) \epsilon_{q}$.

Proof: Consider any pair of rows of $S$, say rows 1 and 2. Since $S$ satisfies $\lambda(S) \leq \delta_{s}<1$, there will exist $\gamma$ such that both $S_{1 \gamma}>0$ and $S_{2 \gamma}>0$. It follows from

$$
S_{1 \gamma}=\sum_{\beta=1}^{R} L_{1 \beta} M_{\beta \gamma}, \quad S_{2 \gamma}=\sum_{\beta=1}^{R} L_{2 \beta} M_{\beta \gamma}
$$

that there are some values of $\beta$ for which $L_{1 \beta}>0$ and $M_{\beta \gamma}>0$. Let $\beta_{1}$ be such a value. Similarly, let $\beta_{2}$ be such that $L_{1 \beta_{2}}>0$ and $M_{\beta_{2} \gamma}>0$. It follows from

$$
[L Q]_{1 \beta_{1}}=\sum_{\alpha=1}^{R} L_{1 \alpha} Q_{\alpha \beta_{1}} \geq L_{1 \beta_{1}} Q_{\beta_{1} \beta_{1}}>0
$$

that

$$
P_{1 \gamma}=\sum_{\alpha=1}^{R}[L Q]_{1 \alpha} M_{\alpha \gamma} \geq[L Q]_{1 \beta_{1}} M_{\beta_{1} \gamma}>0
$$

Similarly, we have $P_{2 \gamma}>0$. To this end, we can find a positive constant $\delta_{p}$ such that $\lambda(P) \leq \delta_{p}<1$. It follows from the fact that the values of the positive elements of $L$ and $M$ are greater than $\epsilon_{l}$ and $\epsilon_{m}$, that $\delta_{s}=1-\epsilon_{l} \epsilon_{m}$. On
the other hand, it is easy to see that $\delta_{p}=1-\epsilon_{l} \epsilon_{q} \epsilon_{m}$. Thus, we have $\delta_{p}=1-\left(1-\delta_{s}\right) \epsilon_{q}$.

Theorem 2.2: Consider sequences of row stochastic matrices $L(k) \in \Re^{R \times R}$ and $M(k) \in \Re^{R \times R}$. If there exists a subsequence $\left\{k_{v}, v=1, \cdots, \infty, k_{1}=1\right\}$ of $\{1,2, \cdots, \infty\}$ such that $\lim _{v \rightarrow \infty} l_{v}=+\infty$ and

$$
\begin{equation*}
0 \leq \lambda\left(L\left(k_{v+1}-1\right) \cdots L\left(k_{v}+1\right) L\left(k_{v}\right)\right) \leq \delta_{l k_{v}}<1 \tag{4}
\end{equation*}
$$

and $M(k)$ satisfies $M_{i i}(k) \geq \epsilon_{m}>0$, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} L(k-l) M(k-l)=\mathbf{1}_{R} c_{1} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} M(k-l) L(k-l)=\mathbf{1}_{R} c_{2} \tag{6}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constant vectors.
Proof: To prove (5), we only need show that
$0 \leq \lambda\left(\prod_{l=1}^{k_{v+1}-k_{v}} L\left(k_{v+1}-l\right) M\left(k_{v+1}-l\right)\right) \leq \delta_{l m k_{v}}$,
where $\delta_{l m k_{v}}<1$. It follows from (4) and lemma 2.4 and $M_{i i}\left(k_{v+1}-1\right) \geq \epsilon_{m}>0$ that $\lambda\left(L\left(k_{v+1}-1\right) M\left(k_{v+1}-\right.\right.$ 1) $\left.L\left(k_{v+1}-2\right) \cdots L\left(k_{v}+1\right) L\left(k_{v}\right)\right) \leq 1-\left(1-\delta_{l k_{v}}\right) \epsilon_{m}<1$. Repeatedly using lemma 2.4 leads to (7) with $\delta_{l m k_{v}}=1-$ $\left(1-\delta_{l k_{v}}\right) \epsilon_{m}^{k_{v+1}-k_{v}}$. To this end, by using lemma 2.2, we have (5). (6) can proved similarly.

By using theorem 2.2, one can obtain the following corollary, which provides a general guideline for the choice of cooperative control while guaranteeing the convergence of overall system. In next section, we will show a direct application of the following corollary, and establish the lessrestrictive conditions on the connectivity of robots and the design of cooperative control.

Corollary 2.1: Given sequences of row stochastic matrices $P(k) \in \Re^{R \times R}$ and $P^{\prime}(k) \in \Re^{R \times R}$, where $P(k)$ is in the lower-triangular structure and $P^{\prime}(k)$ satisfying $P_{i i}^{\prime}(k) \geq \epsilon_{p}>0$. Then,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} P(k-l) P^{\prime}(k-l)=\mathbf{1}_{R} c_{1} \tag{8}
\end{equation*}
$$

if and only if $\lim _{k \rightarrow \infty} \prod_{l=0}^{k-1} P(k-l)=\mathbf{1}_{R} c_{2}$, where $c_{1}$ and $c_{2}$ are constant vectors.

Proof: Omitted.

## III. Applications to Cooperative Control

Consider a group of autonomous robots whose dynamics can be transformed into the following canonical form

$$
\begin{equation*}
\dot{x}_{i}=A_{i} x_{i}+B_{i} u_{i}, \quad y_{i}=C_{i} x_{i}, \quad \dot{\eta}_{i}=g_{i}\left(\eta_{i}, x_{i}\right) \tag{9}
\end{equation*}
$$

where $i=1, \cdots, q, l_{i} \geq 1$ is an integer, $x_{i} \in \Re^{l_{i} m}, \eta_{i} \in$ $\Re^{n_{i}-l_{i} m}, I_{m \times m}$ is the $m$-dimensional identity matrix,
denotes the Kronecker product, $J_{k}$ is the $k$ th order Jordan canonical form given by

$$
J_{k}=\left[\begin{array}{cccccc}
-1 & 1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 1 & \ddots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & -1 & 1 & 0 \\
0 & 0 & 0 & \cdots & -1 & 1 \\
0 & 0 & 0 & \cdots & 0 & -1
\end{array}\right] \in \Re^{k \times k},
$$

$A_{i}=J_{l_{i}} \otimes I_{m \times m} \in \Re^{\left(l_{i} m\right) \times\left(l_{i} m\right)}, B_{i}=\left[\begin{array}{c}0 \\ I_{m \times m}\end{array}\right] \in$ $\Re^{\left(l_{i} m\right) \times m}, C_{i}=\left[\begin{array}{ll}I_{m \times m} & 0\end{array}\right] \in \Re^{m \times\left(l_{i} m\right)}, y_{i} \in \Re^{m}$ is the output, $u_{i} \in \Re^{m}$ is the cooperative control law to be designed, and subsystem $\dot{\eta}_{i}=g_{i}\left(\eta_{i}, x_{i}\right)$ is input-tostate stable. Without loss of any generality, in this paper we consider the case that $l_{1}=l_{2}=\cdots=l_{q}=l$. The objective is to synthesis a general class of cooperative control and establish the conditions on network connectivity requirements such that the all states of the overall system converge to the same steady state.

## A. Leaderless Cooperative Control

Let the cooperative control be given by: for $i=1, \cdots, q$,

$$
\begin{equation*}
u_{i}=G_{i}(t) y \tag{10}
\end{equation*}
$$

where $G_{i}=\left[\begin{array}{lll}G_{i 1} & \cdots & G_{i q}\end{array}\right]$ with $G_{i j} \in \Re^{m \times m}$ being the interconnection matrix satisfying the properties that $G_{i} \mathbf{1}_{m q}=\mathbf{1}_{m}$, and $y=\left[y_{1}^{T} \cdots y_{q}^{T}\right]^{T}$. Assume that $G_{i}(t)$ be piecewise constant for all $i$. It is obvious that the value of $G_{i j}$ depends on the connection between the $i$ th robot and the $j$ th robot. In practise, the feedback matrix $G(t)$ must change over time according to physical surroundings. In this paper, we consider the situation that robot sensors have a limited field of view, such as a cone-like field of view.

It follows from (9) and (10) that the closed-loop overall system is given by

$$
\begin{equation*}
\dot{x}=(A+D(t)) x=\left(-I_{N_{q} \times N_{q}}+\bar{D}(t)\right) x \tag{11}
\end{equation*}
$$

where $x=\left[x_{1}^{T}, \quad \cdots, \quad x_{q}^{T}\right]^{T} \in \Re^{N_{q}}, \quad N_{q}=$ $m q l, \quad x_{i}=\left[x_{i 1}^{T}, x_{i 2}^{T}, \cdots, x_{i l}^{T}\right]^{T} \in \Re^{m l}, x_{i j}=$ $\left[x_{i j 1}, x_{i j 2}, \cdots, x_{i j m}\right]^{T} \in \Re^{m}$ with $i=1, \cdots, q$, and $j=1, \cdots, l, A=\operatorname{diag}\left\{A_{1}, \cdots, A_{q}\right\} \in$ $\Re^{N_{q} \times N_{q}}, C=\operatorname{diag}\left\{C_{1}, \cdots, \quad C_{q}\right\} \in \Re^{(m q) \times N_{q}}$, $B=\operatorname{diag}\left\{B_{1}, \cdots, \quad B_{q}\right\} \in \Re^{N_{q} \times(m q)}, \quad G=$ $\left[\begin{array}{ccc}G_{1}^{T} & \cdots & G_{q}^{T}\end{array}\right]^{T} \in \Re^{(m q) \times(m q)}, D=B G C$, and $\bar{D}(t)=\left[\bar{D}_{i j}\right]$ with $(i=1, \cdots, q)$

$$
\bar{D}_{i i}=\left[\begin{array}{cc}
0 & I_{(l-1) \times(l-1)} \otimes I_{m \times m} \\
G_{i i} & 0
\end{array}\right] \in \Re^{l m \times l m}
$$

and

$$
\bar{D}_{i j}=\left[\begin{array}{cc}
0 & 0 \\
G_{i j} & 0
\end{array}\right] \in \Re^{l m \times l m}, \quad i, j=1, \cdots, q, \quad i \neq j
$$

## B. Conditions on Cooperative Control Design

To achieve the cooperative control objective, most recent results require that the sensor graphs (undirected or directed) are strongly connected at lease once in each time interval of some length [5][11]. In this paper, we extend the result to the case of that the directed sensor graph is not strongly connected.

Define the robot sensor matrix as $S(t)=\left[S_{i j}(t)\right] \in$ $\Re^{q \times q}$, where $S_{i i}=1$ which means that robot always has sensor information itself; $S_{i j}=1$ for $i \neq j$ if the $i$ th robot can sense the $j$ th robot, otherwise $S_{i j}=0$. The feedback gain matrix $G(t)$ will be designed according to connectivity topologies of robot sensor matrix. Let $\left\{t_{k}^{G}: k=0,1, \cdots\right\}$ with $t_{0}^{G}=t_{0}$ be the sequence of time instants at which $G(t)$ changes (i.e., $S(t)$ changes). That is, $G(t)=G\left(t_{k}^{G}\right)$ over the time interval $t \in\left[t_{k}^{G}, t_{k+1}^{G}\right)$. If there are only finite changes for $G(t)$, that is, for $t>t_{i}^{G}, G(t)=G\left(t_{i}^{G}\right)$, we can always partition the remaining time to generate an infinite time interval $\left[t_{k}^{G}, t_{k+1}^{G}\right)$. Suppose that $0<t_{k+1}^{G}-t_{k}^{G} \leq t_{\text {max }}$.

If the robot sensor matrix $S(t)$ is irreducible, then the corresponding feedback matrix $G(t)$ can also be made irreducible. In such a situation, the convergence result has been obtained for simple linear system with relative degree one [11], and it is further extended to a general class of MIMO systems of finite but arbitrary relative degree as given by (9) [7]. However, the condition that the robot sensor matrix $S(t)$ is irreducible, is still strong. In what follows, we study the coordination of group of autonomous robots in the case that robot sensor matrix $S(t)$ is always reducible, and propose less-restrictive conditions on the design of cooperative control feedback matrix.

It is shown in [1][3] that, if $S(t)$ is reducible, then there is a permutation matrix $T_{1} \in \Re^{q \times q}$ such that $S_{T_{1}}(t)=$ $T_{1}^{T} S(t) T_{1}$ is in the lower-triangular structure, that is
$S_{T_{1}}(t)=\left[\begin{array}{cccc}S_{T_{1}, 11}(t) & 0 & \cdots & 0 \\ S_{T_{1}, 21}(t) & S_{T_{1}, 22}(t) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ S_{T_{1}, k 1}(t) & S_{T_{1}, k 2}(t) & \cdots & S_{T_{1}, k k}(t)\end{array}\right]$,
where $S_{T_{1}, i i} \in \Re^{q_{i} \times q_{i}}, \sum_{i=1}^{k} q_{i}=q$, and $S_{T_{1}, i i}(t)$ are irreducible. Correspondingly, we have augmented permutation matrices $T_{2}=T_{1} \otimes I_{m \times m} \in \Re^{q m \times q m}$ and $T_{3}=$ $T_{1} \otimes I_{l m \times l m} \in \Re^{q l m \times q l m}$, such that

$$
\begin{align*}
& G_{T_{2}}(t)=T_{2}^{T} G(t) T_{2} \\
& \quad=\left[\begin{array}{cccc}
G_{T_{2}, 11}(t) & 0 & \cdots & 0 \\
G_{T_{2}, 21}(t) & G_{T_{2}, 22}(t) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
G_{T_{2}, k 1}(t) & G_{T_{2}, k 2}(t) & \cdots & G_{T_{2}, k k}(t)
\end{array}\right] \tag{12}
\end{align*}
$$

where $G_{T_{2}, i i}(t)$ is irreducible, and the state transformation is $x=T_{3} z$. To this end, the system dynamic (11) becomes

$$
\begin{equation*}
\dot{z}=-\left(I-T_{3}^{T} \bar{D} T_{3}\right) z \tag{13}
\end{equation*}
$$

Remark 3.1: Generally, the case of $q_{i} \neq 1$ means that the $q$ robots reformulate $k$ subgroups with $k<q$.

The following theorem states the main result of the paper and gives the less-restrictive conditions on the design of cooperative control feedback matrix.

Theorem 3.1: Consider the cooperative control of system (9) under (10). Suppose that the signal transmission matrix $S\left(t_{k}^{G}\right)$ is reducible for almost all $k$. If there exists a subsequence $\left\{s_{v}, v=0,1, \cdots, \infty\right\}$ of $\{0,1,2, \cdots, \infty\}$, such that $S_{T_{1}}\left(t_{s_{v}}^{G}\right)$ is in the same lower-triangular structure (that is, $T_{1}\left(t_{s_{v}}^{G}\right)=T_{1 c}$ for all $v$, where $T_{1 c}$ is a fixed permutation matrices), and satisfies the conditions that (i) $S_{T_{1}, i i}\left(t_{s_{v}}^{G}\right)$ is irreducible and (ii) for every $i>1$, there is at least one $j$ such that $S_{T_{1}, i j}\left(t_{s_{v}}^{G}\right) \succ 0, j<i$. Then, while the corresponding feedback matrix $G\left(t_{k}^{G}\right)$ is according to connectivity topology $S\left(t_{k}^{G}\right)$, in particular, $G\left(t_{s_{v}}^{G}\right)$ can be chosen to satisfy the following properties:
(a) $G_{T_{2}, i i}\left(t_{s_{v}}^{G}\right)$ becomes irreducible;
(b) for every $i>1$, there is at least one $j$ such that $G_{T_{2}, i j}\left(t_{s_{v}}^{G}\right) \succ 0, j<i$.
Under such a choice of $G(t)$, the stability of the overall closed-loop system can be guaranteed with

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=\mathbf{1}_{N_{q}} c x\left(t_{0}^{G}\right) \tag{14}
\end{equation*}
$$

where constant vector $c \in \Re^{1 \times N_{q}}$.
Proof: For briefness, let $T_{3}(k)=T_{3}\left(t_{k}^{G}\right)$ and $P(k)=$ $P\left(t_{k}^{G}\right)$. It follows that the solution of (13) is given by

$$
\begin{equation*}
x\left(t_{k+1}^{G}\right)=\prod_{l=0}^{k} T_{3}(k-l) P(k-l) T_{3}(k-l)^{T} x\left(t_{0}^{G}\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
P(i)=e^{-\left(I-T_{3}^{T}(i) \bar{D}\left(t_{i}^{G}\right) T_{3}(i)\right)\left(t_{i+1}^{G}-t_{i}^{G}\right)}, i=0, \cdots, k \tag{16}
\end{equation*}
$$

It follows from $G_{T_{2}}\left(t_{k}^{G}\right)$ is in the lower-triangular structure that $\bar{D}_{T_{3}}\left(t_{k}^{G}\right)=T_{3}^{T}(k) \bar{D}\left(t_{k}^{G}\right) T_{3}(k)$ and $P(k)$ are also in the lower-triangular structure. Moreover, $P(k)$ is row-stochastic matrix and its diagonal elements are lower-bounded by a positive value [2]. To prove (14), it suffices to prove that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \prod_{l=0}^{k} T_{3}(k-l) P(k-l) T_{3}(k-l)^{T}=\mathbf{1}_{N_{q}} c \tag{17}
\end{equation*}
$$

Note that if $G_{T_{2}, i i}\left(t_{s_{v}}^{G}\right)$ is irreducible, then $\bar{D}_{T_{3}, i i}\left(t_{s_{v}}^{G}\right)$ is irreducible and $P_{i i}\left(s_{v}\right)>0$ [7]. On the other hand, $G_{T_{2}, i j}\left(t_{s_{v}}^{G}\right) \succ 0$ leads to $\bar{D}_{T_{3}, i j}\left(t_{s_{v}}^{G}\right) \succ 0$ and $P_{i j}\left(s_{v}\right) \succ 0$. It then follows from assumption ?? and theorem 2.1 that

$$
\begin{equation*}
\lim _{v \rightarrow \infty} P\left(s_{v}\right) P\left(s_{v-1}\right) \cdots P\left(s_{0}\right)=\mathbf{1}_{N_{q}} c_{s}, \tag{18}
\end{equation*}
$$

where $c_{s}$ is a constant vector. Define $P^{\prime}\left(s_{v}\right)=$ $T_{3}\left(s_{v}\right)^{T} T_{3}\left(s_{v}-1\right) P\left(s_{v}-1\right) T_{3}^{T}\left(s_{v}-1\right) \cdots T_{3}\left(s_{v-1}+\right.$ 1) $P\left(s_{v-1}+1\right) T_{3}^{T}\left(s_{v-1}+1\right) T_{3}\left(s_{v-1}\right)$. Since $P_{i i}(\cdot)>0$, then $P_{i i}^{\prime}(\cdot)>0$. To this end, the theorem follows from corollary 2.1.

Remark 3.2: The proposed conditions for cooperative control design in theorem 3.1 is flexible in the sense that
we do not require the robot sensor graph to be strongly connected. There is also no need to have the fixed leader in the group. When $T_{1}\left(t_{k}^{G}\right)$ are same for all $k$, the cooperative control strategy in theorem 3.1 becomes the leader-follower strategy with the fixed leader as discussed in [7]. When $T_{1}\left(t_{k}^{G}\right)=I_{m \times m}, \forall k$, the result in theorem 3.1 recover the cases discussed in [11][5].

## IV. Illustrative Example

In this section, an example is given to illustrate the cooperative control method studied in this paper. Consider a group of three nonholonomic 4-wheel differential driven mobile robots. By taking the robot "hand" position as the guide point, whose model can be feedback linearized to a double integrator with a stable internal dynamics [7]:

$$
\begin{align*}
& \dot{z}_{i 1}=z_{i 2}  \tag{19}\\
& \dot{z}_{i 2}=v_{i 2}
\end{align*}
$$

where $i=1,2,3, z_{i 1}=\left[z_{i 11}, z_{i 12}\right]^{T} \in \Re^{2}$ is the position of particle $i, z_{i 2}=\left[z_{i 21}, z_{i 22}\right]^{T} \in \Re^{2}$ its velocity, and $v_{i}=$ $\left[v_{i 1}, v_{i 2}\right]^{T} \in \Re^{2}$ its acceleration inputs. The cooperative control objective is that all particles move to the same position, this is called an agreement problem.

Define the state and input transformations as follows:

$$
x_{i 1}=z_{i 1}, \quad x_{i 2}=x_{i 1}+z_{i 2}, \quad v_{i}=-2 x_{i 2}+x_{i 1}+u_{i}
$$

Then system model can be transformed into

$$
\dot{x}_{i 1}=-x_{i 1}+x_{i 2}, \quad \dot{x}_{i 2}=-x_{i 2}+u_{i},
$$

where $u=G y$ with $y=\left[x_{11}^{T}, x_{21}^{T}, x_{31}^{T}\right]^{T}$. To this end, the cooperative control method in this paper can be used for the design of $G$. For illustration purpose, assume that two kinds of situations run alternatively during the robot motion process: (i) robot 1 as the leader, robot 2 follows robot 1 and robot 3 follows robot 1 ; (ii) each robot runs by itself. The corresponding robot sensor matrices are

$$
S(1)=\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right], \quad S(2)=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Let the corresponding $G(t)$ be

$$
\begin{gathered}
G(1)=\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0.5 & 0 & 0 & 0.5 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0.5 & 0 & 0 & 0 & 0.5 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right] \\
G(2)=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
\end{gathered}
$$

It is easy to verify that $G(1)$ satisfies the conditions in theorem 3.1. In the simulation, the initial positions are $[6,3]^{T},[2,5]^{T}$ and $[4,2]^{T}$, respectively. Figure 1 shows the convergence of robots' position, which verifies the proposed design in this paper.


Fig. 1. Convergence of positions under cooperative control

## V. Conclusion

In this paper, we studied the cooperative control strategy for a general class of MIMO dynamic systems of finite but arbitrary relative degree. A general guideline for the design of cooperative control is proposed, and the stability of overall closed-loop system is rigorously analyzed. The proposed method is less-restrictive in the sense that neither sensor graph's strong connectivity nor fixed leader are required. The approach can be easily applied to the formation stabilization and formation tracking control of robots due to the general framework established in the paper.
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