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Abstract— The minimum-energy output-transition problem for
dual-stage systems is solved in this article. The objective is to find
optimal feedforward inputs that change the system output from an
initial value y at time ti to a final value y at time tf during a specified
output-transition time-interval [ti, tf ]. The main contribution of this
article is the solution of the optimal output-transition problem for
systems with actuator redundancy (dual-stage systems). Additionally,
we show that the use of pre- and post-actuation inputs, outside the
output-transition time-interval, can lead to substantial reduction of
the output-transition cost. In particular, the method is applied to
a dual-stage disk drive model and simulation results are presented.
The results show that the output-transition cost (input-energy) can
be reduced by 97% with the use of pre- and post-actuation inputs
when compared to standard methods that do not use such pre- and
post-actuation.

I. INTRODUCTION

The minimum-energy output-transition problem for dual-stage
systems is solved in this article. The objective is to find optimal
feedforward inputs that change the system output from an initial
value y at time ti to a final value y at time tf . In such output-
transition problems, the output should be maintained at a constant
value outside the output-transition time-interval — maintaining the
output constant outside of the transition time-interval is critical
to reduce the time lost to useful operations. For example, in the
disk-drive application ([1], [2]), the goal is to move the position
of a read-write head from one data track (initial value) to the
next desired track (final value); read and write operations cannot
be performed (before and after the output-transition) if the output
position is not precisely maintained at the desired track. Similar
output-transition problems also arise in other flexible structure
applications such as: (a) positioning the endpoint of large-scale
manipulators ([3], [4], [5]) and (b) nano-scale positioning and ma-
nipulation using relatively small piezoactuators ([6], [7]). The main
contribution of this article is the solution of the optimal output-
transition problem for systems with actuator redundancy (dual-
stage systems). Additionally, we show that the use of pre- and
post-actuation inputs (outside the output-transition time-interval)
can lead to substantial reduction of the output-transition cost. In
particular, the method is applied to a dual-stage disk drive model
described in [8] and simulation results are presented. The results
show that the output-transition cost (input-energy) can be reduced
by 97% with the use of pre- and post-actuation inputs when
compared to standard methods that do not use such pre- and post-
actuation.

As opposed to the problem of changing the output-point on a
flexible structure, the problem of changing the complete configu-
ration (i.e., the state) of a flexible structure has been well studied
in literature, e.g., [1]-[5], [9], [10], [11]. These techniques, which
solve the state-to-state transition problem (referred to as the state-
transition problem), can also be used to find a solution to the
output-transition problem. In particular, output-transitions without
residual vibrations can be obtained by requiring that the flexible
system maneuver between equilibrium configurations (rigid-body
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rest configurations). (These rest states, x and x, are chosen to
result in the initial and final output values, y and y, respectively.)
Once the boundary states, at the beginning and end of the output-
transition, are chosen to be the rest states (i.e., x(ti) = x, and
x(tf ) = x), a solution to the output-transition problem can be
found by solving the standard, minimum-energy, state-transition
problem from the initial state (x(ti)) to the final state (x(tf ));
this is referred to as the rest-to-rest state-transition approach ([5],
[9], [11]). However, the solution found with this choice of the
rest-to-rest boundary states {x(ti) = x, x(tf ) = x} may not lead
to optimal (minimum input-energy) output-transition. On the other
hand, arbitrary choices of the boundary states {x(ti), x(tf )} are
also not acceptable; they may not allow the output to be maintained
at a constant value after the completion of the output-transition
(i.e., without residual vibrations) for any choice of bounded inputs.
Therefore, the standard optimal state-to-state transition approach
cannot be used to directly solve the optimal output-transition
problem.

The output-transition problem was previously considered in
[12], in which an inversion-based technique was used to plan an
output-transition along a prescribed output trajectory. However, the
approach in [12] requires the user to specify (a priory) the set of
acceptable output trajectories during the output-transition (using
polynomials); it is unclear how the set of output trajectories is
chosen such that it includes the optimal output trajectory. Similar
pre-specification of a desired output trajectory is also needed
in [13], which uses optimal filtering to achieve smooth transitions
between output-trajectory segments in industrial positioning sys-
tems. In contrast, our previous work [14], [15] directly solved
the optimal output-transition problem. It does not require the
pre-specification of the output trajectory; rather, the best output
trajectory is obtained as the result of the optimization procedure.

Previous solutions to the optimal output-transition problem were
restricted to square systems (same number of outputs as inputs).
In contrast, the current article solves the optimal output-transition
problem for linear systems with actuator redundancy. The method
is applied to a dual-stage disk drive model [8]. While the addition
of the second actuator leads to the 17% reduction of the output-
transition cost, we show that the significant factor in the cost
reduction is the use of the pre- and post-actuation inputs. In
general, the proposed optimal output-transition approach uses both
pre- and post-actuation inputs to reduce the output-transition cost.
(It is noted that the standard state-to-state transition approach
uses neither pre- nor post-actuation.) Pre-actuation input has to
be applied to the system before the output-transition is initiated;
therefore, it requires preview information of an impending output-
transition (the amount of required preview time is quantified
in [16]). However, pre-actuation will not be applicable if such
preview information of the desired output-transition is not avail-
able. For such cases, a modified output-transition approach is
proposed that only uses post-actuation (without pre-actuation). The
implications of using (or not using) pre-actuation are investigated
for the disk-drive seek control problem. The simulation results
show significant reduction of the output-transition cost with the use
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of the proposed optimal output-transition method (with or without
pre-actuation) when compared to the use of the standard approach
that is based on state-to-state transition (which uses neither pre-
actuation nor post-actuation). For the dual-stage example studied
in this article, we show that for the same amount of input-energy,
the use of pre- and post-actuation reduces the required transition
time by 67%. While this article considers the minimization of
input-energy, the concept of using pre- and post-actuation is
general and can be used to optimize other criteria such as output-
transition time and input magnitudes; for example the combined
minimization of transition time and energy was studied in [17].

This paper is organized in the following format. The dual-stage
optimal output-transition problem is formulated in Section II. The
optimal output-transition (OOT) solution is derived in Section III,
and the OOT solution without using the pre-actuation is presented
in Section IV. Application to the dual-stage disk drive is in Section
V. Our conclusion is in Section VI.

II. PROBLEM FORMULATION

We consider a linear, time-invariant, dynamical system in the
state-space form, described by{

ẋ(t) = Ax(t) + B1u1(t) + B2u2(t)
y(t) = Cx(t)

, ∀ t ∈ (−∞,∞) (1)

where the system state is x(t) ∈ �n. Furthermore, it is assumed
that the system is dual-input {u1(t), u2(t)} and single-output
y(t) (DISO) and controllable. Next, we consider the problem of
changing the output position from one value to another within
a finite time-interval, called the output-transition time-interval. It
is noted that the output should be maintained constant (at the
desired value) outside the output-transition time-interval. Formally,
the output-transition problem [14], [15] is defined as follows.

Definition 1: The output-transition problem is to find
bounded input-state trajectories {u1(·), u2(·), xref (·)} that satisfy
the system equations in (Eq. 1) and the following two conditions:

1. The output-transition condition: The output is transferred
from an initial value y to a final value y within the output-transition
time-interval [ti, tf ], and is maintained constant at the desired
value before and after the output-transition, i.e.,

yref (t) = y = Cx ∀ t ≤ ti

yref (t) = y = Cx ∀ t ≥ tf
(2)

where yref (t) := Cxref (t); ti and tf denote the times when the
output transition starts and completes, respectively. Furthermore,
the states x and x denote the initial and final equilibrium states
(i.e., Ax = Ax = 0), which are chosen to result in the desired
initial and final output values (y and y).

2. The delimiting-state condition: The state approaches the
equilibrium configuration as time goes to (plus or minus) infinity,
i.e.,

xref (t) → x as t → −∞; and xref (t) → x as t → ∞. (3)
For controllable systems, there exists at least one solution such

that the desired output transition is achieved, e.g. by setting the
state x(t) = x during the pre-transition time (t ≤ ti) and the
state x(t) = x during the post-transition time (t ≥ tf ) the output-
transition problem becomes a state-transition problem which can
be solved by existing techniques (see, for example, [18]). In this
article, we want to choose the input that minimizes the input-
energy performance. The optimal output-transition (OOT) problem
is stated as follows.

Definition 2: The optimal (minimum energy) output-
transition problem (OOT) is to find bounded input-state tra-
jectories {u1(·), u2(·), xref (·)} that solve the output-transition
problem (see Definition 1), and minimize the following input-
energy cost function,

J =

∫ ∞

−∞

U(t) dt :=

∫ ∞

−∞

[
R1{u1(t)}2+R2{u2(t)}2] dt (4)

=

∫ ti

−∞

U(t) dt +

∫ tf

ti

U(t) dt +

∫ ∞

tf

U(t) dt

:= Jpre + Jtran + Jpost (5)

where the positive constants R1 and R2 represent the weighting
factors between the two inputs.

III. THE OPTIMAL OUTPUT-TRANSITION (OOT) SOLUTION

A. Inverse input law

First, we derive an input law that allows the output to be
maintained at the desired value. This input is unique and is
obtained by using the dynamic inversion technique (see [19])
described as follows.

Assumption 1 (Relative degree): Throughout the rest of the ar-
ticle, we assume that the system (Eq. 1) has a relative degree r,
see [19].

From the definition of relative degree, the rth-derivative output
equation can be written explicitly in terms of the input as

y(r)(t) = CArx(t) + CAr−1B1u1(t) + CAr−1B2u2(t) (6)

where the term CAr−1B1 �= 0 and/or the term CAr−1B2 �= 0.
Without loss of generality, we assume that the term CAr−1B1 �=
0, i.e., the inverse input is described in terms of the first input
u1(t). Then the first input u1(t) given by the following inverse
input law,

u1(t) := u1,inv(t)

=
1

CAr−1B1

[
y
(r)
d (t) − CArx(t)

]
− CAr−1B2

CAr−1B1
u2(t), (7)

maintains exact output tracking where yd(t) is the desired output
trajectory. We observe that if the term CAr−1B2 �= 0, the
inverse input u1,inv will depend on the choice of the second
input u2. Assumption 1 also implies that there exists a coordinate
transformation matrix, Tξη , whose first r rows are chosen as C,
CA, CA2, . . ., CAr−1, and the remaining n− r rows are chosen
such that the matrix Tξη is invertible, i.e.,

Tξη :=

⎡
⎢⎢⎢⎢⎢⎣

C
CA

...
CAr−1

Tη

⎤
⎥⎥⎥⎥⎥⎦ . (8)

It is noted that the set {C, CA, . . . , CAr−1} is linearly
independent (see [19]), therefore we can always find Tη (in Eq. 8)
such that Tξη is invertible. The transformation Tξη partitions the
state x(t) into two components: (i) the first r terms are the output
and its derivatives up to order r − 1 (denoted by ξ), and (ii) the
remaining components are called the internal state of the system
(denoted by η), i.e.

Tξη · x(t) =

[
ξ(t)
η(t)

]
, (9)
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where ξ(t) :=
[
y(t), ẏ(t), . . . , y(r−1)(t)

]T

. Conversely, let the
inverse of the transformation Tξη be defined by

x(t) = T−1
ξη

[
ξ(t)
η(t)

]
:= [Φξ | Φη]

[
ξ(t)
η(t)

]
. (10)

B. Post-actuation (t ≥ tf )

During post-transition interval, the output needs to be main-
tained at a constant value (i.e., y(t) = y, ∀ t ≥ tf ), see (Eq. 2).
In order to achieve this output-tracking requirement, the first input
u1(t), during the post-transition interval, must be chosen as the
inverse input given by (Eq. 7). However, the second input u2(t)
can be chosen arbitrarily, therefore, it can be optimally chosen to
minimize the cost. We derive the optimal output-transition solution
during the post-transition interval by the following steps.

First, to simplify the derivation, the system state is shifted as
x̂(t) := x(t) − x where the state x is the final equilibrium state;
consequently, the transformed components (ξ, η) in the shifted
coordinates become[

ξ̂(t)
η̂(t)

]
= Tξηx̂(t) = Tξη {x(t) − x} =

[
ξ(t)
η(t)

]
− Tξηx

:=

[
ξ(t)
η(t)

]
−
[

ξ
η

]
. (11)

Since the output along the post-transition interval is constant, i.e.
y(t) = y, ∀t ∈ [tf , ∞), the component ξ(t) = ξ, ∀t ∈ [tf ,∞).
In other word, the shifted component ξ̂(t) = 0 during the post-
transition interval. Furthermore, the state in the shifted coordinates
becomes (from Eq. 10)

x̂(t) = [Φξ | Φη]

[
ξ̂(t)
η̂(t)

]
= Φη η̂(t). (12)

Second, we rewrite the inverse input (Eq. 7) in terms of the
shifted state x̂(t) as

û1,inv(t) =
y
(r)
d (t) − CArx(t)

CAr−1B1
− CAr−1B2

CAr−1B1
u2(t)

=
y
(r)
d (t) − CAr {x̂(t) + x}

CAr−1B1
− CAr−1B2

CAr−1B1
u2(t).

Note that (i) the rth-derivative of the output y
(r)
d (t) = 0 since the

output is constant during the post-transition interval, (ii) the term
CArx = 0 since the state x is an equilibrium state, and (iii) the
shifted state x̂(t) = Φη η̂(t) as derived in (Eq. 12). So the above
inverse input becomes

û1, inv(t) = − CArΦη

CAr−1B1
η̂(t) − CAr−1B2

CAr−1B1
u2(t). (13)

Third, we rewrite the system equation (Eq. 1) in terms of the
shifted state x̂ = x(t) − x as

˙̂x(t) = ẋ(t) = A {x̂(t) + x} + B1u1(t) + B2u2(t)

= Ax̂(t) + B1u1(t) + B2u2(t)

where the term Ax = 0 since the state x is an equilibrium state.
Then, apply the coordinate transformation Tξη (Eq. 9) and apply
the inverse input law given by (Eq. 13) as the first input, to the

above system equation, we have[
˙̂
ξ(t)
˙̂η(t)

]
= TξηAT−1

ξη

[
ξ̂(t)
η̂(t)

]
+ TξηB1u1(t) + TξηB2u2(t)

= TξηAT−1
ξη

[
ξ̂(t)
η̂(t)

]
+ TξηB2u2(t)

+ TξηB1

(
− CArΦη

CAr−1B1
η̂(t) − CAr−1B2

CAr−1B1
u2(t)

)

=

(
TξηAT−1

ξη − TξηB1CArT−1
ξη

CAr−1B1

)[
ξ̂(t)
η̂(t)

]

+ Tξη

(
B2 − B1CAr−1B2

CAr−1B1

)
u2(t)

:=

[
Aξ 0

Aηξ Aη

][
ξ̂(t)
η̂(t)

]
+

[
0

B2η

]
u2(t). (14)

It is observed that the above system equation has a lower-triangular
structure as a result of the coordinated transformation Tξη and the
inverse input law. Since the component ξ̂(t) = 0 during the post-
transition interval, the system equation (Eq. 14) is then reduced
to the internal dynamics given by

˙̂η(t) = Aη η̂(t) + B2ηu2(t). (15)

Fourth, rewrite the post-transition cost from (Eq. 5) in terms of
the shifted coordinate, by substituting the first input u1(t) from
(Eq. 13), i.e.

Jpost =

∫ ∞

tf

U(t) dt =

∫ ∞

tf

[
R1{u1(t)}2+R2{u2(t)}2] dt

=

∫ ∞

tf

[
η̂T ΦT

η

{
(Ar)T CT R1CAr

(CAr−1B1)2

}
Φη η̂

+ u2

{
R2 +

BT
2 (Ar−1)T CT R1CAr−1B2

(CAr−1B1)2

}
u2

+ 2u2

{
BT

2 (Ar−1)T CT R1CAr

(CAr−1B1)2

}
Φη η̂

]
dt

:=

∫ ∞

tf

[
η̂T Qη̂ + u2Nu2 + 2u2Sη̂

]
dt. (16)

Now the optimal output-transition problem during the post-
transition interval becomes a standard linear-quadratic (LQ) opti-
mal control problem in terms of the internal state. In particular, the
problem is reduced to find the input u2(t) that minimizes the post-
transition cost given by (Eq. 16) subject to the internal dynamics
(Eq. 15). The following assumption is to ensure the existence of
a bounded solution to the LQ optimal control problem.

Assumption 2 (Necessary conditions for LQ optimal control):
Throughout the rest of the article, we assume that the internal
dynamics (Eq. 15) is controllable under the input u2(t), i.e.,
the pair (Aη, B2η), as described in (Eq. 15), is controllable.
Furthermore, we assume that the the pair (Aη,

√
Q) is observable.

Remark 1 (On the necessary condition assumption): The
above controllability and observability of the internal dynamics
are assumed in order to simplify the derivation of the solution. In
general, the pair (Aη, B2η) may not be controllable or the pair
(Aη,

√
Q) may not be observable. In such systems, additional

procedures are required to take the account of the uncontrollable
and the unobservable subspace of the internal state. This treatment
of the subspaces of the internal state is similar to procedures
found in Refs. [14], [15].

Lemma 1 (Post-actuation): Given an internal state η(tf )
at the final transition time tf , the post-actuation inputs
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{u1,post(t), u2,post(t)} that satisfy the output-transition condi-
tions (Eqs. 2 and 3) and minimize the post-transition cost (Eq. 16)
are given by

u1,post(t)=− CArΦη

CAr−1B1

{
η(t)−η

}
− CAr−1B2

CAr−1B1
u2,post(t)(17)

u2,post(t)=−N−1
(
BT

2ηWpost + ST
){

η(t) − η
}

(18)

where the symmetric matrix Wpost is the solution to the algebraic
Riccati equation (ARE) given by

AT
η Wpost + WpostAη + Q

− (WpostB2η + ST )N−1(BT
2ηWpost + S) = 0. (19)

Furthermore, the cost associated with these post-actuation inputs
is uniquely specified in terms of the choice of the internal state
η(tf ) at the completion of the output-transition and is given by

Jpost{η(tf )} =
{

η(tf ) − η
}T

Wpost

{
η(tf ) − η

}
. (20)

Proof: By applying the first input u1(t) to the system as
the inverse input (Eq. 13), for any choice of the second input
u2(t) that is bounded, the output is maintained constant at the
final value y during the post-transition interval, thus the output-
transition condition (Eq. 2) is satisfied. It is also observed that the
system equation which is reduced to the internal dynamics (Eq. 15)
and the post-transition cost (Eq. 16) becomes solely dependent on
the choice of the second input u2(t).

The derivation of the optimal second input u2,post(t) in (Eq. 18)
that minimizes the post-transition cost Jpost (Eq. 16) subject to
the internal dynamics (Eq. 15) and the derivation of the associated
cost (Eq. 20) can be found in many standard optimal control
textbooks, e.g. in Ref. [18], and is omitted in this proof for brevity.
We also note that in the expressions for the post-actuation inputs
(Eqs. 17 and 18), the shifted internal state η̂(t) is replaced by the
component in the original coordinate using (Eq. 11), i.e. replace
η̂(t) by η(t) − η.

Assumption 2 implies that the optimal LQ input will result in
the strictly-stable closed-loop system. In other words, by applying
the optimal second input u2,post(t) into the internal dynamics
(Eq. 15), the shifted internal state η̂(t) will asymptotically ap-
proach zero, i.e. limt→∞ η̂(t) = 0 or limt→∞ η(t) = η. In
addition, the first input (Eq. 17) enforces the output to be at the
final value y, so the component ξ(t) = ξ during the post-transition
interval. Thus, the state approaches the final equilibrium state as
time goes to infinity since the component {ξ(t), η(t)} asymptot-
ically approach the equilibrium configuration {ξ, η}. Therefore,
the post-actuation inputs (Eqs. 17 and 18) satisfy the delimiting
state condition (Eq. 3).

Remark 2 (Post-transition internal state): The internal state
η(t) that appears in the expressions for the post-actuation inputs
(Eqs. 17 and 18) is uniquely specified in terms of the choice of
the internal state η(tf ) at the completion of the output-transition,
and can be obtained from off-line simulation of the closed-loop
internal dynamics:

η̇(t) = ˙̂η(t) = Aη η̂(t) + B2ηu2,post(t)

= Aηη(t) − Aηη + B2ηu2,post(t)

=
{

Aη − B2ηN−1
(
BT

2ηWpost + ST
)}

η(t) +{
B2ηN−1

(
BT

2ηWpost + ST
)
− Aη

}
η

:= Acl
η,post η(t) + Bcl

η,post η (21)

with the initial condition η(tf ) at the time tf , for all time t ≥ tf .

C. Pre-actuation (t ≤ ti)

The pre-actuation input is obtained by using procedures similar
to that used in the previous subsection for finding the post-
actuation input. We begin by shifting the system state as x̌(t) :=
x(t) − x where the state x is the initial equilibrium state;
consequently, the transformed components (ξ, η) in this shifted
coordinate become[

ξ̌(t)
η̌(t)

]
= Tξηx̌(t) = Tξη {x(t) − x} =

[
ξ(t)
η(t)

]
− Tξηx

:=

[
ξ(t)
η(t)

]
−
[

ξ

η

]
. (22)

Since the output along the pre-transition interval (t ≤ ti) is
constant, i.e. y(t) = y, the component ξ(t) = ξ, ∀t ∈ (∞, ti].
In other words, the shifted component ξ̌(t) = 0 during the pre-
transition interval. Similarly, the inverse input (Eq. 7) during the
pre-transition interval becomes

ǔ1,inv(t) = − CArΦη

CAr−1B1
η̌(t) − CAr−1B2

CAr−1B1
u2(t). (23)

By applying the coordinate transformation Tξη and the above
inverse input law to the system equation (Eq. 1), the system
equation during the pre-transition interval is reduced to the internal
dynamics given by

˙̌η(t) = Aη η̌(t) + B2ηu2(t) (24)

where the matrices Aη and B2η are the same as described in
(Eq. 14) for the post-transition interval.

Next, rewrite the pre-transition cost from (Eq. 5) in terms of
the shifted coordinate, by substituting the first input u1(t) from
(Eq. 23), i.e.,

Jpre =

∫ ti

−∞

U(t) dt =

∫ ti

−∞

[
R1{u1(t)}2+R2{u2(t)}2] dt

=

∫ ti

−∞

[
η̌T ΦT

η

{
(Ar)T CT R1CAr

(CAr−1B1)2

}
Φη η̌

+ u2

{
R2 +

BT
2 (Ar−1)T CT R1CAr−1B2

(CAr−1B1)2

}
u2

+ 2u2

{
BT

2 (Ar−1)T CT R1CAr

(CAr−1B1)2

}
Φη η̌

]
dt

:=

∫ ∞

tf

[
η̌T Qη̌ + u2Nu2 + 2u2Sη̌

]
dt. (25)

Assumption 2 is also assumed on the internal dynamics (Eq. 24),
i.e. the pair (Aη, B2η) is controllable and the pair (Aη,

√
Q) is

observable, in order to ensure the existence of a bounded solution
to the LQ optimal control problem.

Lemma 2 (Pre-actuation): Given an internal state η(ti) at
the initial transition time ti, then the pre-actuation inputs
{u1,pre(t), u2,pre(t)} that satisfy the output-transition conditions
(Eqs. 2 and 3) and minimize the pre-transition cost (Eq. 25) are
given by

u1,pre = − CArΦη

CAr−1B1

{
η(t) − η

}
− CAr−1B2

CAr−1B1
u2,pre(t) (26)

u2,pre = −N−1
(
BT

2ηWpre + ST
){

η(t) − η
}

(27)
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where the symmetric matrix Wpre is the solution to the algebraic
Riccati equation (ARE) given by

−AT
η Wpre − WpreAη + Q

− (−WpreB2η + ST )N−1(−BT
2ηWpre + S) = 0. (28)

Furthermore, the cost associated with these pre-actuation inputs is
uniquely specified in terms of the choice of the internal state η(ti)
at the initiation of the output-transition and is given by

Jpre{η(ti)} =
{

η(ti) − η
}T

Wpre

{
η(ti) − η

}
. (29)

Proof: Note that the optimal input u2,pre(t) that minimizes
the pre-transition cost Jpre in (Eq. 25) subject to the internal
dynamics in (Eq. 24) can be derived by reversing the time
direction. Specifically, it is equivalent to find the input u2(t) that
minimizes the reversed pre-transition cost

Jpre =

∫ ∞

ti

[
η̌T Qη̌ + u2Nu2 + 2u2Sη̌

]
dt

subject to the reversed internal dynamics

˙̌η(t) = −Aη η̌(t) − B2ηu2(t).

The rest of the proof follows similar arguments as described in
the post-actuation case (Lemma 1), thus is omitted for brevity.

Remark 3 (Pre-transition internal state): The internal state
η(t) that appears in the expressions for the pre-actuation inputs
(Eqs. 26 and 27) is uniquely specified in terms of the choice of
the internal state η(ti) at the initiation of the output-transition,
and can be obtained from off-line simulation of the closed-loop
reversed internal dynamics:

η̇(t) = ˙̌η(t) = − Aη η̌(t) − B2ηu2,pre(t)

= −Aηη(t) + Aηη − B2ηu2,pre(t)

= −
{

Aη − B2ηN−1
(
BT

2ηWpre + ST
)}

η(t) −{
B2ηN−1

(
BT

2ηWpre + ST
)
− Aη

}
η

:= −Acl
η,pre η(t) − Bcl

η,pre η (30)

backward in time with the initial condition η(ti) at the time ti,
for all time t ≤ ti.

D. Transition interval (ti ≤ t ≤ tf )

Since the output is required to be maintained constant at the
initial value y before the initiation of output-transition, it implies
that the state component ξ(t) must be maintained constant at the
initial equilibrium configuration ξ. So the only component of the
state x(ti) at the initiation of the output-transition that can be
varied while satisfying the output-transition conditions (Eqs. 2 and
3) is the internal state component η(ti). Similarly, the state com-
ponent ξ(t) must be maintained constant at the final equilibrium
configuration ξ after the completion of the output-transition. So the
only component of the state x(tf ) at the completion of the output-
transition that can be varied while satisfying the output-transition
conditions (Eqs. 2 and 3) is the internal state component η(tf ).
Therefore, the acceptable boundary states {x(ti), x(tf )} of the
output-transition must be chosen as

x(ti) = T−1
ξη

[
ξT | η(ti)

T
]T

and x(tf ) = T−1
ξη

[
ξ

T | η(tf )T
]T

(31)

Furthermore, we define the boundary condition Ψ which is the
components of the state, at the initiation and completion of the

output transition, that can be freely varied while satisfying the
conditions for the output-transition problem, i.e.

Ψ :=
[
η(tf )T η(ti)

T
]T

. (32)

Given a pair of acceptable boundary state {x(ti), x(tf )} at
the initial transition time ti and at the final transition time tf ,
respectively, the minimum-energy input that transfer the system
(Eq. 1) from the initial state x(ti) to the final state x(tf ) within
the output-transition time Ttran = tf −ti is given by (see Chapter
3 in Ref. [18])

u1,tran(t) = R−1
1 BT

1 eAT (tf−t)G−1dx (33)

u2,tran(t) = R−1
2 BT

2 eAT (tf−t)G−1dx (34)

where the matrix G is the invertible controllability grammian,
defined by

G =

∫ tf

ti

eA(tf−τ) [B1 B2]

[
R1 0
0 R2

][
BT

1

BT
2

]
eAT (tf−τ)dτ, (35)

and dx denotes the transition-state difference, given by

dx = x(tf ) − eA(tf−ti)x(ti).

The state difference dx can be partitioned in terms of the boundary
condition (Ψ) defined in (Eq. 32) which is the components that
can be freely chosen and the fixed component (f̂ ) which must be
chosen as the equilibrium configuration , i.e.

dx := H1f̂ + H2Ψ (36)

where H1 := [Φξ | −Γξ] , H2 := [Φη | −Γη] ,

[Γξ | Γη] := eA(tf−ti)[Φξ | Φη], and f̂ :=
[
ξ

T | ξT
]T

.

The transition cost when using these optimal inputs (Eqs. 33 and
34) during the transition interval is equal to

Jtran =dT
x G−1dx =

(
H1f̂+H2Ψ

)T

G−1
(
H1f̂+H2Ψ

)
. (37)

E. Optimal output-transition solution

The input-energy needed for output-transition with a specified
output-transition boundary condition Ψ (Eq. 32) can be obtained
by substituting the pre-transition cost (Eq. 29), the post-transition
cost (Eq. 20), and the transition cost (Eq. 37) into the total cost
(Eq. 5) as follows.

J = Jpre + Jtran + Jpost := ΨT ΛΨ − 2ΨT b + c (38)

where Λ :=

[
Wpost 0

0 Wpre

]
+ HT

2 G−1H2,

b :=

[
Wpostη
Wpreη

]
− HT

2 G−1H1f̂ , and

c := ηT Wpostη + ηT Wpreη + f̂T HT
1 G−1H1f̂ .

Note that the input-energy (Eq. 38) needed for output-transition
is quadratic in terms of the specified output-transition boundary
condition Ψ. The optimal value for the output-transition boundary
condition Ψ is found in the next Theorem, which solves the
optimal output-transition (OOT) problem.

Theorem 1 (OOT): Let Assumptions 1 and 2 be true. Then, we
obtain the following results.
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I) The minimum-energy output-transition problem (Definition
2) always has a solution where the optimal boundary condition
Ψ∗ that minimizes the cost function (Eq. 38) is given by

Ψ∗ =

[
η∗

f

η∗
i

]
=

{
Λ−1b , if Λ is invertible
Λ†b , otherwise

(39)

where Λ† is the pseudo (generalized) inverse of Λ (see [20]).
II) The optimal inputs for the optimal output-transition problem

is given by

u∗
1,oot

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

= CAr−1B2

CAr−1B1

N−1
(
BT

2ηWpre + ST
) {

η∗
pre(t) − η

}
− CArΦη

CAr−1B1

{
η∗

pre(t) − η
}

if t < ti

= CAr−1B2

CAr−1B1

N−1
(
BT

2ηWpost + ST
) {

η∗
post(t) − η

}
− CArΦη

CAr−1B1

{
η∗

post(t) − η
}

if t > tf

= R−1
1 BT

1 eAT (tf−t)G−1
[
x∗

f − eA(tf−ti)x∗
i

]
if ti ≤ t ≤ tf

(40)
and

u∗
2,oot

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

= −N−1
(
BT

2ηWpre + ST
) {

η∗
pre(t) − η

}
if t < ti

= −N−1
(
BT

2ηWpost + ST
) {

η∗
post(t) − η

}
if t > tf

= R−1
2 BT

2 eAT (tf−t)G−1
[
x∗

f − eA(tf−ti)x∗
i

]
if ti ≤ t ≤ tf

(41)
where the optimal boundary states are given by

x∗
i = T−1

ξη

[
ξT η∗

i
T
]T

, and x∗
f = T−1

ξη

[
ξ

T
η∗

f
T
]T

.

The optimal internal state η∗
post(t) during the post-transition

interval is obtained by solving the closed-loop internal dynamics
(Eq. 21) where the initial condition is chosen to be η∗

f given
by (Eq. 39), see Remark 2. Similarly, the optimal internal state
η∗

pre(t) during the post-transition interval is obtained by solving
the closed-loop internal dynamics (Eq. 30) backward in time where
the initial condition is chosen to be η∗

i given by (Eq. 39), see
Remark 3.

III) The optimal output-transition cost using the optimal inputs
(Eqs. 40 and 41) is equal to

J∗
oot = Ψ∗T

ΛΨ∗ − 2Ψ∗T
b + c. (42)

Proof: The output-transition cost function (Eq. 38) is
quadratic in terms of the boundary condition Ψ; therefore, the
optimal value for the boundary condition Ψ follows from the
minimization of quadratic forms, see Theorem 1 in [14] and
Theorem 4.2.1 in [20]. The optimal inputs during the post-
transition interval and during the pre-transition intervals follows
from Lemmas 1 and 2, respectively. The optimal inputs during the
transition interval are given by (Eqs. 33 and 34) where the optimal
boundary states are obtained by substituting the optimal boundary
condition Ψ∗ in the expressions for the acceptable boundary states
(Eq. 31). The optimal cost is obtained by substituting the optimal
boundary condition Ψ∗ into the output-transition cost function
(Eq. 38).

IV. OPTIMAL OUTPUT-TRANSITION WITHOUT PRE-ACTUATION

In general, the proposed optimal output-transition approach uses
both pre- and post-actuation inputs to reduce the output-transition
cost. Pre-actuation input has to be applied to the system before the
output-transition is initiated; therefore, it requires preview informa-
tion of the impending output-transition. However, the pre-actuation
may not be applicable if such preview information of the desired

output-transition is not available (e.g., when immediate output-
transition is desired). For such cases, we require that the output-
transition begin with the initial transition state at the equilibrium
state, i.e. x(ti) = x. Then, the optimal output-transition approach
can be constrained to only use post-actuation, i.e. by optimally
choosing the component of the internal dynamics at the completion
of the output-transition η(tf ). Therefore, the output-transition cost
function (Eq. 38) can be rewritten as

J̃ := η(tf )T Λ̃ η(tf ) − 2η(tf )T b̃ + c̃ (43)

where

Λ̃ := Wpost + H̃T
2 G−1H̃2; b̃ := Wpostη − H̃T

2 G−1H̃1f̃ ;

c̃ := ηT Wpostη + f̃T H̃T
1 G−1H̃1f̃ ; f̃ :=

[
ξ

T
ξT ηT

]T

;

H̃1 :=
[
Φξ | − Γ̃

]
; H̃2 := Φη; Γ̃ := eA(tf−ti)T−1

ξη .

Next, the solution to optimal output-transition (OOT) problem
without pre-actuation is provided in the following Lemma.

Lemma 3: The optimal internal state η(tf ) that minimizes the
output-transition cost without pre-actuation (Eq. 43) is then given
by

η̃∗(tf ) =

{
Λ̃−1b̃ , if Λ̃ is invertible
Λ̃†b̃ , otherwise

(44)

where Λ̃† is the pseudo (generalized) inverse of Λ̃. The optimal
control inputs, for the output-transition problem without pre-
actuation, are given by

u∗
1,nopre

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

= 0 if t < ti

= CAr−1B2

CAr−1B1

N−1
(
BT

2ηWpost + ST
) {

η̃∗(tf ) − η
}

− CArΦη

CAr−1B1

{
η̃∗(tf ) − η

}
if t > tf

= R−1
1 BT

1 eAT (tf−t)G−1
[
x̃∗

f − eA(tf−ti)x
]

if ti ≤ t ≤ tf

(45)
and

u∗
2,nopre

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

= 0 if t < ti

= −N−1
(
BT

2ηWpost + ST
) {

η̃∗(tf ) − η
}

if t > tf

= R−1
2 BT

2 eAT (tf−t)G−1
[
x̃∗

f − eA(tf−ti)x
]

if ti ≤ t ≤ tf

(46)
where the optimal final transition states are computed from
x̃∗

f = T−1
ξη

{[
ξ η̃∗

post(tf )
]}T

.

Proof: This follows from arguments similar to those in the proof
of Theorem 1 because the cost without pre-actuation (Eq. 43) has
the same quadratic form as in Theorem 1 (Eq. 38).

Remark 4 (OOT without both pre- and post-actuation): In
some cases when both pre- and post-actuation are not allowed
or are not applicable, e.g. in such systems that have no internal
dynamics, the optimal output-transition (OOT) solution (Eqs. 40
and 41) is equivalent to the standard state-transition (SST)
solution where the inputs are only applied during the transition
interval. In the SST approach, the state before and after the
output-transition is maintained at the equilibrium configuration,
i.e. x(t) = x for t ≤ ti and x(t) = x for t ≥ tf in order to
satisfy the output-transition conditions (Eqs. 2 and 3). The optimal
inputs during the transition interval can be found by finding the
minimum-energy input to achieve the state transition from the
initial equilibrium state [x(ti) = x] to the final equilibrium state
[x(tf ) = x]. These optimal inputs has the same form as the
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transition inputs given in (Eqs. 33 and 34) where the transition
state difference dx is chosen as

dx = x(tf ) − eA(tf−ti)x(ti) = x − eA(tf−ti)x

It is noted that the optimal OOT cost that using both pre- and
post-actuation is always less than or equal the SST cost because
the OOT input minimizes the cost over all possible solutions to
the output-transition problem (Definition 1), which includes the
solution from the SST approach.

V. DUAL-STAGE HARD DISK DRIVE EXAMPLE

In this section, the optimal output-transition (OOT) approach
is demonstrated by using the dual-stage hard disk drive system.
The tip position (the output) of the read/write head in the dual-
stage disk drive is controlled by two input signals – the first input
controls the voice coil motor (VCM) and the second input controls
the piezo-actuated (PZT) suspension. The model and the plant
parameters used in the the following simulations are given in [8].
The objective of the output-transition is to move the read/write
head from an original data track at y to the next adjacent track
on the disk where the head displacement is y in the prescribed
time-interval. This time-interval is referred to as the track-to-track
seek time. In the the following simulations, the track-to-track seek
time is chosen to be 0.3 ms. We exploit the advantage of using
piezoactuator which can tolerate a relatively high input (typically
up to 50V) by choosing the weighting factor on the first input
(VCM input) as R1 = 1 and the weighting factor on the second
input (PZT input) as R2 = 0.0001.

TABLE I
COST COMPARISON BETWEEN USING AND NOT USING THE PRE- AND

POST-ACTUATION FOR THE DISK DRIVE WITH SINGLE-STAGE

CONTROLLER (SISO) AND DUAL-STAGE CONTROLLER (DISO)†

Costs (×10−1)
(% Cost Reduction) SISO DISO

Not using pre- 4.1 3.4
and post-actuation (0%) (17%)
Using only post- 2.7 0.38

actuation (34%) (91%)
Using both pre- and 1.6 0.12

post-actuation (61%) (97%)

†For the 0.3 ms track-to-track seek time.

A. Effects of pre- and post-actuation inputs

First, we consider the optimal output-transition approach that
uses both pre- and post-actuation inputs as described in Section III,
see Theorem 1. The input and output trajectories, when the OOT
inputs (Eqs. 40 and 41) were applied, are presented in Figures 1
and 2, respectively. It is noted that, in Figures 1 and 2, the output-
transition started at time ti = 2 ms and was completed at time tf

= 2.3 ms (i.e., the length of the output-transition time-interval was
0.3 ms). Furthermore, the input-energy cost (Eq. 42) when using
the OOT approach with both pre- and post-actuation is equal to
Joot = 0.012.

When the pre-actuation is not allowed, the optimal output-
transition inputs are given by (Eqs. 45 and 46), and the input-
energy to achieve the output-transition without using the pre-
actuation input is equal to Jnopre = 0.038 which is 22% higher
than the output-transition that using both the pre and post-actuation
inputs.
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Fig. 1. Comparison of the applied inputs to the dual-stage disk drive
system between using both pre- and post-actuation (OOT), using only post-
actuation (OOT No Pre), and not using pre- and post-actuation (SST).

Finally, we consider the case when both pre- and post-actuation
are not allowed or are not applicable. In this case, the opti-
mal output-transition (OOT) solution becomes the standard state-
transition (SST) solution, see Remark 4. The comparisons of the
input and the output trajectories between using the SST approach
and the OOT approach are shown in Figures 1 and 2. The input-
energy cost when using the SST approach is equal to Jsst = 0.34
which is an order of magnitude higher than the input-energy
required to achieve the same output-transition when using the OOT
approach (with or without the pre-actuation).

It is noted that the similar results in cost reduction when
using pre- and post-actuation are obtained for the case of the
conventional disk drive which has a single-stage controller (i.e., the
tip position of the read/write head is controlled solely by the VCM
input). The cost comparisons between using and not using the pre-
and post-actuation for the disk drive with single-stage controller
(SISO) and dual-stage controller (DISO) are summarized in Table
I, which also shows the percentage in cost reduction compared
to the default case of single-stage controller without using pre-
and post-actuation inputs. In Table I, we observed that the input-
energy required to perform the output-transition in the dual-
stage system is less than the required input-energy in the single-
stage system when using the same control approach. However,
the substantial cost reduction (97%) is obtained when using the
proposed approach with pre- and post-actuation inputs.

B. Effect of varying the output-transition time-interval

The proposed approach can be used to investigate the fastest
achievable output-transition time for a given limit on the input-
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Fig. 2. Comparison of the output trajectories between using both pre-
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Fig. 3. Comparison of of the input-energy cost between the SST and
OOT approach where the transition time is varied.

energy. For the dual-stage disk drive example, the input-energy
is plotted against the output-transition time (with the OOT and
SST approaches) in Figure 3. As shown in the Figure 3, the
input-energy (for both SST and OOT approaches) increases as
the output-transition time decreases. The simulation results show
that, for a given output-transition time, the cost for OOT input is
always lower than the cost for SST input as shown in Figure 3; this
is expected, see Remark 4. It implies that the OOT approach can
achieve faster output-transition than the SST approach with the
same amount of input-energy. For example, in the dual-stage disk
drive system, the cost required for 0.3-ms track-to-track seek time
is J∗

oot = 0.012 when using the OOT approach, however with the
same amount of input-energy the output-transition using the SST
approach requires 0.9-ms to achieve the same output transition.
Thus the required transition time to achieve the output transition
is reduced by 67% by using the OOT approach compared to the
SST approach which does not use the pre- and post-actuation.

VI. CONCLUSION

The direct solution to the minimum input-energy output transi-
tion for dual-stage linear systems is presented in this paper. It was

shown that the proposed approach of using pre- and post-actuation
inputs can substantially reduce the overall cost of the output-
transition when compared to the approach based on the state-
transition, that does not use pre- and post-actuation. Furthermore,
when consider the same amount of input-energy, the proposed
approach can achieve significantly faster output-transitions when
compared to the SST approach.

REFERENCES

[1] Ho, H. T., “Fast Servo Bang-bang Seek Control,” IEEE Transactions
on Magnetics, Vol. 33, No. 6, 1997, pp. 4522–4527.

[2] Miu, D. and Bhat, S., “Minimum Power and Minimum Jerk Position
Control and Its Applications in Computer Disk Drives,” IEEE Trans-
actions on Magnetics, Vol. 27, No. 6, November 1991, pp. 4471–
4475.

[3] Farrenkopf, R., “Optimal Open-loop Maneuver Profiles for Flexible
Spacecraft,” J. of Guidance, Control, and Dynamics, Vol. 20, No. 2,
1979, pp. 291–297.

[4] Singh, G., Kabamba, P., and McClamroch, N., “Planar, Time-
Optimal, Rest-to-Rest Slewing Maneuvers of Flexible Spacecraft,” J.
of Guidance, Control, and Dynamics, Vol. 12, No. 1, 1989, pp. 71–
81.

[5] Wie, B., Sinha, R., and Liu, Q., “Robust Time-Optimal Control for
Uncertain Structural Dynamic Systems,” J. of Guidance, Control, and
Dynamics, Vol. 16, No. 5, 1993, pp. 980–983.

[6] Bleuler, H., Clavel, R., Breguet, J., and Pernette, E., “Issues in
Precision Motion Control and Microhandling,” IEEE Proceedings
International Conference on Robotics and Automation, Vol. 1, April
2000, pp. 959–964, San Francisco, CA.

[7] Croft, D., Shedd, G., and Devasia, S., “Creep, Hysteresis, and Vi-
bration Compensation for Piezoactuators: Atomic Force Microscopy
Application,” ASME Journal of Dynamic Systems, Measurement, and
Control, Vol. 123, No. 1, March 2000, pp. 35–43.

[8] Li, Y., Dual-Stage Servo Control and Active Vibration Compensation
in Magnetic Hard Disk Drives, Ph.D Dissertation, University of
California, Berkeley, CA, 2003.

[9] Hindle, T. and Singh, T., “Robust Minimum Power/Jerk Control of
Maneuvering Structures,” J. of Guidance, Control, and Dynamics,
Vol. 24, No. 4, 2001, pp. 816–826.

[10] Meckl, P. and Seering, W., “Minimizing Residual Vibration for Point-
to-point Motion,” ASME Journal of Vibration Acoustics Stress and
Reliability in Design, Vol. 107, No. 4, 1985, pp. 378–382.

[11] De Luca, A. and Di Giovanni, G., “Rest-to-Rest Motion of a One-
link Flexible Arm,” 2001 IEEE/ASME International Conference on
Advanced Intelligent Mechatronics, Vol. 2, July 2001, pp. 923–928,
Como, Italy.

[12] Piazzi, A. and Visioli, A., “Minimum-time System-inversion-based
Motion Planning for Residual Vibration Reduction,” IEEE/ASME
Transactions on Mechatronics, Vol. 5, No. 1, 2000, pp. 12–22.

[13] Dowd, A. and Thanos, M., “Vector Motion Processing Using Spectral
Windows,” IEEE Control Systems Magazine, Vol. 20, No. 5, October
2000, pp. 8–19.

[14] Perez, H. and Devasia, S., “Optimal Output-Transitions for Linear
Systems,” Automatica, Vol. 39, No. 2, February 2003, pp. 181–192.

[15] Iamratanakul, D., Perez, H., and Devasia, S., “Minimum-Energy Out-
put Transitions for Linear Discrete-Time Systems: Flexible Structure
Applications,” J. of Guidance, Control, and Dynamics, Vol. 27, No. 4,
2004, pp. 572–585.

[16] Zou, Q. and Devasia, S., “Preview-Based Stable-Inversion for Out-
put Tracking of Linear Systems,” ASME Journal of Dynamic Sys-
tems, Measurement, and Control, Vol. 121, No. 4, November 1999,
pp. 625–630.

[17] Iamratanakul, D. and Devasia, S., “Minimum-Time/Energy Output-
Transitions in Linear Systems,” Proceedings of the American Control
Conference, 2004, pp. 572–585.

[18] Lewis, F. L. and Syrmos, V. L., Optimal Control, John Wiley &
Sons., New York, 2nd ed., 1995.

[19] Isidori, A., Nonlinear Control Systems, Springer-Verlag, London, 3rd
ed., 1995.

[20] Ortega, J., Matrix Theory, Plenum Press, New York, 1987.

526


	MAIN MENU
	Go to Previous Document
	CD-ROM Help
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ArialNarrow-Italic
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Oblique
    /Times-Roman
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


