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Abstract— An air vehicle detects a target at some position
using its own sensor but delays attack. While the target is
detected the air vehicle takes several looks at the target in
order to classify it. Once the classification of the target is done
the same air vehicle or another vehicle attacks it. During the
process of classification the target has moved from its initial
location. Since the target has moved away where should the
UAVs look for it? This is a prediction and a search problem.
Prediction uses the past information and search looks for
the target in the predicted locations. As time increases the
difference between prediction and search becomes blurrier.
Therefore the research objective now becomes more challeng-
ing. We need to explore innovative modeling and estimation
techniques that result in more robust estimation and more
robustness to model uncertainties. We can rely on terrain
based state prediction to determine the likelihood of the new
target position, but the probability density function (pdf) of
the target position will propagate, as the target moves. The
propagation of the pdf for the target position can be non-
linear, non-Gaussian, and terrain dependent. The effects of
such terrains are captured by something called Hospitability
maps. A hospitability map provides a likelihood or a “weight”
for each point on the terrain’s surface for the target to move
and maneuver at that location. We introduce the idea of a time
varying Hospitability map by making the vehicles searching
for the targets part of it.

I. INTRODUCTION

The idea of multiple uninhabited autonomous vehicles
(UAVs) able to adaptively react to their environment and
learn about their surroundings while following either an
individual or a communal agenda is an intriguing issue. The
problem of multi-vehicle coordination and control has been
receiving an extraordinary amount of attention during the
past few years due to its critical importance for a myriad
of applications.

Existing work on multi-vehicle control focuses on
receding-horizon planning (that is, optimization methods)
and hierarchical structures. The research reported in this
paper benefits from previous work that follows the first
approach. A receding horizon trajectory planner based on
Mixed Integer-Linear Programming (MILP) that is capable
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of planning planar trajectories to a goal constrained by no-
fly areas, or obstacles, and aircraft dynamics were proposed
in [1], [2], [3]. A generalized multi-vehicle formation sta-
bilization problem, free from a leader-follower architecture
is defined in [4] and model predictive control (MPC) is
applied.

Game theory based cooperative decision making for
multi-vehicle include [5], [6] and [7]. Moreover, graph the-
ory is also employed extensively in multi-vehicle coordina-
tion. A disjoint path algorithm for reconfiguration of multi-
vehicle was proposed in [8]. A class of triangulated graphs
for algebraic representation of formations are introduced to
specify a mission cost for a group of vehicles [9], then the
obtained optimal control problem is solved using NTG (an
optimal control program developed at Caltech). A double-
graph model is used in [10] to treat the string stability as
a kind of performance of multi-vehicle system with acyclic
formation structures. Moreover, a theoretical explanation
of using nearest neighbor rules in coordinating groups
of mobile autonomous agents can be found in [11]. The
problem of tracking mobile targets using neural network
directed Bayes decision rule has been dealt effectively in
[12] and [13].

This paper is organized as follows. The next section be-
gins with the formulation of our research problem, followed
by development of mathematical model to study the distri-
bution of probability density function using Fokker Planck
equation. Surrogate optimization [14], [15] is applied to the
cooperative search problem and a specific implementation
of the PPP algorithm [20] along with information of the H-
maps for tracking mobile targets is discussed in Section IV.
There, Monte Carlo simulations are used to compare these
proposed schemes with exhaustive search and the scalability
of PPP algorithm is discussed. Finally, Section VI concludes
the paper and discusses future work.

II. PROBLEM STATEMENT

Here we consider the following situation: an uninhabited
autonomous air vehicle (UAV) detects a target using its own
sensor, but delays attack. Some time later another UAV or
the same UAV is assigned the task of killing the target. By
the time the UAV comes to kill it, the target is no longer
detected.

In this approach we assume that the target has moved and
all the sensors mounted on the UAV provide apt information
of the target without loss of generality. Since the target has
moved, where should the UAV look for the target? This is
a prediction and a search problem. Prediction uses the past



information (similar to the Kalman filter technique) and the
search looks for the target in the predicted locations. As
time increases the difference between prediction and search
becomes blurrier. Therefore the research objective now
becomes more challenging. We need to design and explore
innovative modeling techniques that use both prediction and
search simultaneously or alternately.

Because the time separation between two looks may be
significant, traditional prediction simply based on historic
kinematic information will not work. The target kinematics
information is diluted quickly as the radius of the possible
target location starting at the first look increases. However,
the previous kinematics at least provides a center location
for the possible target location.

One possible approach is to rely on terrain based state
prediction to determine the likelihood of the new target
position. The effects of terrain are captured by something
known as a hospitability map as explained in [17], [18],
[19]. A hospitability map provides a likelihood or a weight
for each point on the terrain surface proportional to the
ability of a target to move and maneuver at that location.
A high hospitability map value denotes that a target can
move and maneuver quickly over the corresponding terrain.
Likewise, a low hospitability map value indicates that a
target cannot easily move over that terrain. The following
factors are considered in deriving the hospitability values:
slope, surface roughness, transportation, geology, landform,
soil, vegetation, hydrology, urban areas and climate.

III. A PPROACH ANDMODELING

In this paper the ground state of the system is found
by modeling a diffusion process. We use Fokker-Planck
equation and Brownian motion process for modeling.

A. Derivation of Fokker-Planck Equation Using Wiener
Process

We assume that the sensor of the UAV returns nothing
other than the position of the target and hence we cannot
make any assumptions of its velocity and heading. The best
we can do is model the target movement as a diffusion pro-
cess in all directions following a Wiener process. Consider
first the one dimensional case in which the target is moving
only in one direction (we shall later extend the discussion
to the two dimensional case) where we have

dx ∼
√

dtN(0, 1)

wheredx is the white Brownian motion processdt is the
time increment andN(0, 1) ia a normally distributed ran-
dom variable. Letρ(x, t) represent the probability density
of the target at timet. Once a UAV detects a target this
information can be obtained. With this information in mind
we can depict the evolution ofρ(x, t) with time as a result
of random motion of the target. The equation of change in
ρ(x, t) over a time∆t is

ρ(x, t + ∆t) =
∫ ∞

−∞
ρ(x−∆x, t)P (∆x,∆t)d∆x(1)

whereP (∆x,∆t) is the probability that the target will move
a distance∆x in time ∆t. Expanding the above integral
using a Taylor series we get

ρ(x, t + ∆t) ∼=
∫ [

ρ(x, t)−∆x
∂ρ

∂x
+

1
2
∆x2 ∂2ρ

∂x2

]
×

P (∆x,∆t)d∆x (2)

SinceP is a probability density function we have∫
P (∆x, ∆t)d∆x = 1

Similarly ∫
∆xP (∆x, ∆t)d∆x = 0

since it is an average jump, and the variance over a time
interval ∆t is∫

∆x2P (∆x,∆t)d∆x = σ2∆t

Combining the above result we obtain

ρ(x, t + ∆t)− ρ(x, t) =
∂ρ

∂t
∆t =

1
2
σ2 ∂2ρ

∂x2
∆t

This is correct to order∆t so by letting this interval become
small we conclude that the density obeys the equation

∂ρ

∂t
=

1
2
σ2 ∂2ρ

∂x2
(3)

Equation (3) represents the Fokker Planck equation in
one dimension case. Extending the case to two dimension
analysis, with the assumption that the diffusion process is
both in thex and y directions and the Brownian process
given by

dx ∼
√

dtN(0, 1)

dy ∼
√

dtN(0, 1)

the probability density function is given a by partial differ-
ential equation

∂ρ

∂t
=

σ2
x

2
∂2ρ

∂x2
+

σ2
y

2
∂2ρ

∂y2
(4)

Equation (4) represents the Fokker Planck equation for the
two dimensional case.

B. Solution of Fokker-Planck Equation

This section is mainly concerned with the solution of the
Fokker-Planck equation (4). One way of finding the solution
to such differential equations is using a finite difference
approximation. In this process the continuous time and
space variables are discretized such that

x = i∆x i = 0, 1, 2, . . . ,m

y = j∆y j = 0, 1, 2, . . . ,m

t = k∆t k = 0, 1, 2, . . . ,m



Let ρ(i, j, k) represent the value of the probability density at
(i∆x, j∆y, k∆t) respectively. The solution of (4) is given
by

ρi,j,k+1 − ρi,j,k

∆t
=

σ2
x

2(∆x)2
[
ρi−1,j,k − 2ρi,j,k + ρi+1,j,k

]
+

σ2
y

2(∆y)2
[
ρi,j−1,k − 2ρi,j,k + ρi,j+1,k

]
(5)

solving for ρi,j,k+1 we get

ρi,j,k+1 =ρi,j,k + ∆t
( σ2

x

2(∆x)2
[
ρi−1,j,k − 2ρi,j,k + ρi+1,j,k

]
+

σ2
y

2(∆y)2
[
ρi,j−1,k − 2ρi,j,k + ρi,j+1,k

])
(6)

The above solution is valid for the rectangular region0 <
x < a and 0 < y < b and also under the assumption that
the initial probability density is known.

C. Hospitability Maps as Measurement

Once the propagation of probability density function for
the target location is done we apply the hospitablity map (H-
map) at every time instance to constrain the pdf propagation
to the regions of higher hospitability. This is done by the
following update equation

ρ+
i,j,n =

1
c
ρ−i,j,nHi,j (7)

where the “-” is used to denote the not yet updated pdf and
“+” is used to denote the updated pdf,c is a normalizing
constant andHi,j is the ith, jth cell of the hospitability
map. This updated pdf is used in the propagating to the
next time instance.

IV. H- MAPS WHEN APPLIED TOPPP SEARCH

ALGORITHM

A. The PPP Search Algorithm

In this section we apply the H-maps concept developed
to the Past Present and Predicted Future (PPP) search
algorithm described in [16]. To briefly summarize, the
PPP search algorithm is a cooperative search method via
surrogate optimization. Surrogate optimization [14], [15] is
a non-gradient-based nonlinear programming method that
optimizes a function that serves as a surrogate for the
objective function (the actual function to minimize). In
short, the PPP method assumes that there exists a potential
like filed where, to each target corresponds a Gaussian peak.
If we call this fieldM , the method performs maximization
by letting M be the objective function in the context of
surrogate optimization. In this manner, the surrogateM̂
that is formed based on the UAV sensor information is an
approximation of the real mapM , where finding each peak
then corresponds to finding the static targets.

(a) (b)

Fig. 1. Pictorial view of an H-map region. a) With two roads intersecting.
b) With three roads intersecting

B. H-maps Applied to PPP Algorithm

Consider a simple case of an H-map as shown in Figure
1. The square region represents the search area of the
networked UAVs. The red color region on this square area
represents a road network present in the search area. If a
mobile target is found any where in this search area, we
assume the only possible way it can take during its motion
is the red color region. The important issues to be discussed
here are the sensor information given by the UAV on the
H-maps and when is this method applicable.

For convenience, we concentrate on discrete time models
within a two-dimensional plane, since the setup fits nicely
within the simulation environment. We assume whatever
constraints exist for vehicles to be not dynamic, but rather
kinematic in favor of focusing on high-level mechanisms
originating from the group of vehicles. We will assume there
are m vehicles and that theith one obeys a discrete time
kinematic model given by

xi
v1

(k + 1) = xi
v1

(k) + d cos(θi
v(k))

xi
v2

(k + 1) = xi
v2

(k) + d sin(θi
v(k))

θi
v(k + 1) = θi

v(k) + fθv (ui(k)) (8)

wherek is the discrete time index taking values in the non-
negative integers{0, 1, 2, . . .} (k also denotes the number
of search steps);xi

v1
and xi

v2
are, respectively, the two

Cartesian coordinates ofith vehicle; d is a constant step
size; θi

v is the orientation of theith vehicle; fθv
can be a

nonlinear function encoding kinematic restrictions on the
vehicles; andui is the local controller corresponding to the
ith vehicle. For convenience, letxi

vp
= [xi

v1
, xi

v2
]>, and

xi
v = [(xi

vp
)>, θi

v]> .
Assume that the networked UAV has prior information of

the target location and the geographical conditions existing
near the target, in particular the H-maps, through a global
positioning satellite or another vehicle. Let the search area
be an× n rectangular map with four UAVs placed at four
corners of the rectangle prior to the search1. The target
environment can be modeled as a two dimensional plane,
the upper right quadrant of a cartesian coordinate system
with axis (x1, x2).We assume to have two types of prior

1Note that the method does not require this initial vehicle arrangement
to function, and we do so simply for convenience.



information about the target, in order to handle the static
and mobile cases separately. We may set up a Gaussian
profile map which is known to all vehicles to represent static
targets. The Gaussian profile encodes the possible target
locationsxi

s = [xi
s1, x

i
s2]>, i = 1, . . . , n offered by the

prior information as centers of Gaussian peaks where we
assume to know the numbern of the static targets,

Mp(x1, x2, k) =
n∑

i=1

ciexp
[ (x1 − xi

s1)
2 + (x2 − xi

s2)
2

v2
i

]
(9)

We encode the uncertainty of the prior information with the
peak widthvi, and the distance of the real (but unknown)
target position of the center of the peak in terms ofvi.
Furthermore, we can intentionally encode the priority level
of each target as the heightci of each peak. Thereby, we
expect the vehicles to find the most important target first
and the whole search performance should coincide with
the uncertainty level about the prior information. All the
vehicles are provided with sensors which sample a real
target mapMt(x1, x2)(Figure 2 (b)) given by

Mt(x1, x2) =
{

1, [x1, x2]> ∈ {[xi
t1 , x

i
t2 ]
>; i = 1, . . . , n}

0, otherwise
(10)

where{[xi
t1, x

i
t2]>; i = 1, . . . , n} is the set ofn static target

positions and can only obtain two kinds of information: 0,
which means no target, and 1, means the vehicle found a
target. In addition we assume there is only one mobile target
initially located somewhere in the area of high hospitability,
and we assume to have probabilistic information about this
target in the form of a probability density function. Such
information could be easily obtained by, e.g., assuming that
initially the target locations normally distributed, with the
variance equal to the sensor uncertainty and the mean set to
the location of the most recent target sighting. We discretize
not only the vehicle’s movement, but also the proposed map
as shown in Figure 2 (a). We will let the vehicles move from
cell to cell (i.e., the center of one cell to another) rather than
move along a smooth curve, and therefore we will start
with the assumption that all vehicles move with constant
speed and in discrete time index. Also we assume that
maximum turn angles are±135 degrees, i.e.,fθv

becomes a
saturation function. Figure 2 (c) illustrates these points: the
triangle in the middle cell represents the vehicle’s current
position with its orientationθv = 0; with the assumptions of
constant speed and discrete time index, the vehicle will only
move one cell each time index; and with the assumption of
maximum angles of turn, the vehicle will only have seven
possible cells to go, which are denoted by the circles, and
the cross denotes the cell which the vehicle cannot visit
sinceθv = 0. Moreover, we ignore the difference between
diagonal step size with vertical or horizontal step size, all
denoted asd for convenience. The inter-vehicle commu-
nications are instantaneous, noiseless and have unbounded

(a) (b)

(c)

Fig. 2. (a) Prior information map, (b) Real target map (c) Cell based
map assumptions.

communication distance, i.e., we assume perfect communi-
cation. These assumptions together with further ones made
for the Monte Carlo simulation will be used throughout
this paper. Note that this is not a centralized coordination
scheme, since if non-ideal communication were considered,
each vehicle would have its own version ofM i

p and would
act upon it, sharing as much information as allowed by the
communication channel. The level of coordination increases
as the quality of the communication channel improves.

All the vehicles in the search area are provided with the
information of H-map,H(x1, x2)

H(x1, x2) =
{

c, [x1, x2]> ∈ Rd
0, [x1, x2]> ∈ B

(11)

whereRd represents the the red color regions,B represents
the blue color region in the Figure 1 andc > 0 represents
the magnitude of hospitability. As the UAVs start searching
for the targets the pdf of the mobile target starts expanding.
The probability density distributionMpd is propagated
using (6). Each vehicle can update the prior information
map (9) with its collected sensor information at time index
k,

Mp(x1, x2, k + 1) =Mp(x1, x2, k) ·Ms(x1, x2, k)+
1
c
Mpd(x1, x2, k + 1) ·Mv(x1, x2, k)

(12)

where ’·‘ means element-wise multiplication for matrices
andMs(x, y, k) is called sensor matrix, which encodes the
current time’s sensor information and is defined as follows.
Let S1 = {[xi

v1
(k), xi

v2
(k)]>} then

Ms(x1, x2, k) =
{

Mt(xi
v1

(k), xi
v2

(k)), [x1, x2]> ∈ S1

1, otherwise



Mv(x1, x2) is defined as

Mv(x1, x2) =
{

ε, [x1, x2]> ∈ {[xi
t1 , x

i
t2 ]
>}

H(x1, x2), otherwise
(13)

where ε is a small value but not equal to zero. In this
manner, the H-map changes with time by making the UAV
location into regions of low hospitability. This allows us
to correctly propagateMpd and keep its integrity as a pdf.
More importantly, regions visited by UAV do not remain
with a zero probability of the mobile target being there
forever. Instead, this probability increases after the UAVs
move else where.

V. SIMULATION RESULTS

Assume that a target is located at the middle of the
junction shown in Figure 1 a). The experimental set up
contains four UAVs initially placed at the corner of the
rectangular search map. Figure 3 shows the propagation of
probability density function and the zeroing of the pdf at
time T = 20, 40, 60 andT = 80 seconds.

The propagation of the pdf is along the Hospitability
map (shown in Figure 1) as expected. The spread of the
probability density function is similar to the prediction that
a human being could make, but in an automated manner.

a) t=20 seconds b) t=40 seconds

c) t=60 seconds d) t=80 seconds

Fig. 3. Simulation results in H-map region for different time instances

The working of this scenario can be explained as follows.
With the target initial location known, the nearest UAV to
the target, reaches the target. During its motion if the UAV
enters the H-map region it restrict its search only in this
region and at the same time if a target is not found it
reduces the H-map toε at that instance, thereby lowering the
probability of finding the target there. This generalization
can be valid since we are considering that the target moves
at a much smaller velocity when compared to the UAV.
It is assumed the target moves at one tenth the velocity
of the UAV. Once it reaches the presumed target initial

location it does not find the target there since it has moved.
It then searches at the highest probable point in the H-map
During its search the UAV senses for the mobile target, and
if not found it reduces the H-map toε at that instance, and
then resets to its previous value as it continues searching.
This process of searching for the highest probability point
continues until target is found.

As stated earlier the UAVs have a priori information
of the initial target location in the form of the pdfMpd.
In Figure 4 a UAV1 is assigned the task of tracking and
killing the moving target. Figure 4 shows the path taken

Fig. 4. Path of the UAV

by the UAVs. After a time interval of 28 seconds one of
the UAVs in this caseUAV1 reaches the initial position of
the target but could not find it there. Rather than searching
through the entire map it starts searching only within the
region where the target has the capability to move. This is
shown in Figure 4. The other three UAV’s are in so-called
drive search [20] mode and continuously searching for static
targets. This behavior seems to be very natural and sensible
from a human point of view. However, the UAV must be
able to do it autonomously.

Monte Carlo simulations were run for different numbers
of UAVs in so called converging mode [20], for different
physical parameters and complexity of H-maps. These re-
sults are compared with exhaustive search where we assume
to haven = 0 static targets in order to specifically assess the
methods goodness in finding mobile targets. The simulation
was run for the road map shown in Figure 1(b) with the
target placed at the junction of the roadway. In each test a
target is placed randomly at this intersection, and the target
moves in a random direction but the motion is continuous.
The first column in Table explains the total number of UAVs

No of UAV Exhaustive search PPP algorithm

1 T=65.16,P=52% T=48.41,P=74%
2 T=16.76,P=86% T=29.83,P=84%
3 T=8.174,P=100% T=20.39,P=94%

TABLE I

WITH 4 UAVS, 1-TARGET AND WIDTH OF ROADWAY EQUAL TO ONE

SENSOR FOOTPRINT.

in convergence mode(the total number of UAVs ism = 4
in all cases). Note that UAV not in convergence mode can
be thought of as searching for static targets, therefore not
contributing to find a mobile target. The second column



shows the average time taken to find the target,T (in
number of steps), and the probability of finding the target,
P , computed asP = S

N , where N = 50 is the total
number of trials andS is the number of successful trials.
when exhaustive search was used. The third column shows
the average time taken and the percentage of targets found
when PPP algorithm was used to detect moving targets. In
this case the width of the H-map is equal to one sensor
footprint. Note that in this case exhaustive search performs
better when two or three UAVs are in converging mode (in
this case, searching exhaustively), since it quickly covers
almost the entire possible route taken by the targets. But
as the complexity increases this may not be true as shown
in Table II. The first, second and third columns represent

No of UAV Exhaustive search PPP algorithm

1 T=269.64,P=34% T=184.65,P=62%
2 T=188.52,P=68% T=115.12,P=74%
3 T=105.3,P=76% T=79.23,P=88%

TABLE II

WITH 4 UAVS, 1-TARGET AND WIDTH OF ROADWAY EQUAL TO 4

TIMES SENSOR FOOTPRINT.

the same information as explained in Table I with the only
difference being that the width of the roads in the H-map is
four times the size of the sensor footprint. From the results
the following conclusions can be made

1) The greater the width and complexity of the H-map,
the greater is the time taken by the UAVs to search
and track the mobile targets.

2) The more the number of UAVs in converging mode
the less is the time taken to track a mobile target.

3) The smaller the velocity of the target when compared
to that of UAV, the less the time taken to track the
mobile target.

4) Notice that with one of the UAVs in the converging
mode, the average time taken by UAVs in PPP search
algorithm is 33.46% less than that of UAVs in ex-
haustive search, and also the probability of finding the
target in PPP search algorithm is twice the probability
of finding the targets in exhaustive search.

5) In the remaining two cases (when two or three UAVs
are in converging mode) the average time taken by
UAVs in PPP search algorithm is approximately 30%
less than that of UAVs in exhaustive search and the
probability of finding the targets in PPP search algo-
rithm is 10% greater than the probability of finding
the targets in exhaustive search.

VI. CONCLUSION

In this paper we have presented a possible solution to
the problem of tracking mobile targets when only a inital
position is known. To do so, we use hospitability map to
constrain the propagation of a density function denoting the
probability of target location. We introduce time-varying
hospitability maps, which consider the UAV location as

points of low hospitability, and extend the PPP search
algorithm to deal with not only static, but also mobile
targets. Monte Carlo simulations indicate that the overall
scheme performs well, in particular when compared with
uncoordinated exhaustive search.
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[16] C. Zhang, R. Ord́oñez, and C. Schaumacher, “Multi-vehicle cooper-
ative search with uncertain prior information.” Will Appear in AIAA
Guidance Navigation and Control Conference, Rhode Islands, August
2004.

[17] J. R. Layne, “A hospitability map approach for estimating a mobile
target location.” Research Draft.

[18] K. Kastella and C. Kreucher, “Ground target tracking using a multiple
model nonlinear filter.” Research Draft.

[19] C. Kreucher and K. Kastella, “Multiple model nonlinear filtering
for low signal ground target applications.” Proceedings of SPIE
AeroSense, Signal and Data Processing of Small Targets, Orlando,
Florida, April 2001.
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