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Abstract—In this paper, we proposed a new task-space setpoint
control scheme for robots with uncertainties in kinematics, actuators
and dynamics. The stability problem of the robot in the presence
of these uncertainties is formulated and solved. Sufficient conditions
for choosing the feedback gains and approximate models are given to
guarantee the convergence of the task-space position error. Simulation
results based on a 3-link robot are presented to illustrate the
performance of the proposed scheme.

|. INTRODUCTION

A great many control schemes for robotic manipulators have
been developed in the literature during the past few decades. In
most of the control methods [1-11], the controllers are designed at
the torque input level and the actuator part is neglected. However,
as shown by Good et.al. [12], the actuator model constitutes
an important part of the complete robot system and may cause
detrimental effects when neglected in the design procedure. Some
research work that deal with this problem can be found in [13-20].
The control schemes proposed thereby can deal with the dynamic
and actuator model uncertainties existing in the robot systems.

In most applications of robots, the desired path of the robot
manipulator is specified in task space. Therefore, one principal
limitation associated with the joint-space controllers including the
results mentioned above [1-20] is that the desired joint position
must be obtained by solving the inverse kinematics problem. To
avoid the problem of solving the inverse kinematics, Takegaki
and Arimoto [1] proposed a task-space controller for setpoint
control in Cartesian space using a transposed Jacobian matrix.
Many other task-space control schemes are proposed later [21-
24]. Recently Cheah [25] proposed a task-space control scheme
that can deal with actuator model uncertainty. In these methods,
inverse kinematics problem is avoided and the feedback errors
of the control law are defined and computed directly in the task
space such as Cartesian space and visua space. However, to
apply these task-space control schemes, an exact knowledge of
the Jacobian matrix from joint space to task space is required. If
uncertainties exist in the kinematics, these controllers [1-25] may
give degraded performance and may incur instability. To overcome
the problem of uncertain kinematics, Cheah et.al.[26-29] proposed
several task-space feedback laws with uncertain kinematics from
joint space to task space. However, it is again assumed in these
papers [26-29] that the actuator model is known exactly.

The objective of this paper is to develop task-space control
scheme that can deal uncertainties in kinematics and actuator
model at the same time. To our knowledge, this problem has not
been studied before. Hence, it is unknown whether the stability
of the robot’'s motion can still be guaranteed in the presence of
these uncertainties. We propose an adaptive SP-D control law for
the task of setpoint control with uncertainties existing in kine-
matics and actuator model. Sufficient conditions for choosing the
feedback gains, estimated Jacobian matrix and estimated actuator
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model are given to guarantee the stability. Simulation results are
presented to illustrate the performance of the proposed control
scheme.

Il1. RoBOT KINEMATICS AND DYNAMICS

In order to describe a task for the robot manipulator, the desired
path for the end effector is usually specified in task space. Let
X € R™ represents the position vector of the manipulator in task
space defined by [22], [26]:

X = h(q), )

where ¢ € R™ is a vector of generalized joint coordinates, h(-) €
R" — R™ (m < n) is generaly a nonlinear transformation
describing the relation between the joint and task space. The
velocity vector X is therefore related to ¢ as:

X = J(q)q, @)

where J(g) € R™*™ is the Jacobian matrix of mapping from
joint space to task space. Note that if the robot’s kinematics is
uncertain, the Jacobian matrix becomes uncertain too.

The equations of motion of the robotic manipulator with n
degrees of freedom in joint-space is given as [6], [22]

©)

where M (q) € R"*" denotes a positive definite inertia matrix,
g(q) € R™ denotes a gravitational force vector, 7 € R™ denotes
the control inputs, S(q, ¢) is a skew-symmetric matrix,

M(@)i + (57(a) + S0, )i + 9(a) =

S(a.d)i= 3@ - 35 M@DT . @
9(a) = (0P/dqy, -+ ,0P/0qn)", (5)

and P(q) is the potential energy due to gravitational force. The
gravitational force can be completely characterized by a set of
parameters ¢ = (¢1,--, ¢,)" [2, 3, 6] as

9(q) = Z(9)¢,

where Z(q) € R™*? is the gravity regressor

If a permanent-magnet DC motor driven by an amplifier op-
erating in current mode is used as an actuator at the i** joint,
then the differential equation of motion describing the rotational
behavior of the motor is given by [6], [22]:

(6)

Jmibi + Bmibs = Kriloi — 1575, (7)

where 6; denotes the angle of the motor rotor shaft, J,,.; the inertia
moment, B,,; the rotor damping coefficient, I,,; the motor arma-
ture current, K-; the motor torque constant. r; is the transmission
gear ratio defined as:

©)

q; = rib;.
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From equations (3), (7) and (8), the dynamics of the robot with
actuators can be given as:

(Mo+M(a))i+(Bo-+ 3 () +5(a, )i +9(a) = K+l (9)

where My = diag(Jm1/r12, s Jmn/rn2),
By = diag(Bml/T12a'"7an/rn2): K- =
diag(K-rl/""ly A 7Krn/rn): I, = (Iah Tty Ian)T-

If a permanent-magnet DC motor driven by avoltage amplifier
is used as the joint actuator, the differential equation of motion of
the motor is described by [6], [22]:

Jmibi + Boibl; = Koiv; — (10)

where v; is the armature voltage, B,s = Bmi +
K;iKpi/Rai, Koi = Kri/Rai, Rai is the armature resistance
and K,; the constant of motor back electromotive force. In this
case, we assume that armature inductances are negligible, because
the electrical time constant is much smaller than the mechanical
time constant [6], [22]. Then, from equations (3), (8) and (10),
we can get the dynamics of the robot with actuators as follows:

TiTi,

(Mo-+ M (a))i+(B1-+ 3 N(q) +5(a, )i+ () = Kova, (12

where B, = diag(Bo1/m2%, -+, Bon/mn?), Kv =
diag(K+1/Ra171, "+, Krn/Rantn), Va = (v1, -, vn)T.

Since the dynamic equation (9) isin a similar form as eguation
(11), we can write the dynamics of robot with actuators in a
general form as:

(Mo + M(@)i+ (B+ 5 8(a) + 5(,0))d + 9(a) = Ku, (12

where v = I,, K = K,, B = By if current amplifiers are used,
and u = v., K = K,,, B = By if voltage amplifiers are used.

In actual implementations of the robot controllers, calibration is
necessary to identify the exact parameters of matrix K in equation
(12). However, since both K-; and R,; are temperature sensitive,
the actuator model K may change as temperature varies due
to overheating of motor or changes in ambient temperature. In
addition, the robot kinematics may be uncertain in the presence
of modeling error and when the robot picks up atool of unknown
length or gripping point. Hence, in the presence of modeling
uncertainties or calibration errors of both actuator and robot
kinematics, position error may be resulted. It is aso unknown
whether the stability of the system can till be guaranteed in the
presence of these uncertainties. In this paper, we solve this problem
with an adaptive SP-D control scheme with approximate models
of kinematics and actuators. We shall show that the proposed
controller can guarantee the asymptotic convergence of the robot
motion.

I11. ADAPTIVE SATURATED-PROPORTIONAL,DIFFERENTIAL
(SP-D) CONTROL WITH APPROXIMATE JACOBIAN MATRIX
AND ACTUATOR MODEL

In this section, we propose the adaptive SP-D control scheme
for setpoint control of robotic manipulators in the presence of
uncertainties in both kinematics and actuator model. The gravita-
tional force vector in the dynamic equation (12) can be completely
characterized by a set of parameters ¢ = (¢1,- -+, ¢,)” as [6]

9(q) = Z(q)p = [21(0) ¢, -, zn(@)0] ", (13)

where z;(q) € R**P fori = 1,---,n, ¢ isthe p x 1 unknown
parameter vector of Z(gq). In the presence of uncertainty in the

parameters of the gravitational force, we have

(@) =Z(@)d = [21(0)d, -+, zn(@)9],

where ¢ € RP is an estimated parameter of ¢ which will be
updated by an updating law.

Let K and J(q) be the approximate actuator model and the
approximate Jacobian matrix respectively chosen so that

(14)

I - KK <5,
177 (@) = T (@)l <7,

where § and 7 are positive constants to be defined later. Using
the approximate Jacobian matrix and actuator model and the exact
gravity regressor the control input is proposed as:

(15)
(16)

u=—K'[J"(q)Kps(e) + I (@) KX

2@ Y(a. 94, (17
¢=—L1Z"(q)(d + aJ " (q)s(e)), (18)
¢ =—L2Y(q,9)(d + " (q)s(e)), (19)

where X = J(q)q is the estimated task velocity vector, e =
X —X4= (e, --,em)T isapositional deviation from a desired
position X4 € R™ and s;(+),¢ = 1,-- -, n are saturated functions
of e, X is measured by sensor [29], K,, and K, are positive
definite diagonal feedback gains for the position and velocity
respectively, L1, Lo are positive definite diagonal matrices, « isa
positive constant, J* (¢) = J7(q)(J(q)J" (q))~" is the pseudo-
inverse of J(q) such that J(q)J7 (q) € R™*™ is non-singular,
and .J(q)J " (q) = 1. The regressor Y (¢, ¢) is a diagonal matrix
whose i*" diagonal element is the i‘" entry of estimated gravity
force vector §(q) = [21(q), - -, zn(q)@]" (see equation (14)):

algd 0
0 z(a)d

and ¢ € R" is the adaptive parameter vector whose updating law
is given by equation (19).

(20)

Remark 1. In the controller, the gravity regressor Z(q)
and ¢ are used to cope with the uncertainty in gravity force
and the regressor Y (¢, ¢) and ¢ are used to compensate the
uncertainty in actuator model. The role of ¢ would be clearer
in the later development. It is interesting to note that the novel
regressor Y (g, ¢) makes use of the updated information from ¢

instead of fixed information.

Let us define a scalar function .S;(e) and its derivative s;(e) as
shown in Figure 1 and with the following properties [6]:

1) Si(e) >0 fore##0and S;(0) =0.

2) Si(e) istwice continuously differentiable, and the derivative
si(e) = 229 js grictly increasing in e for |e| < 7; with
some ; and saturated for |e| > i, i.e s;(e) = +s; for
e > tv;, and e < —~; respectively where s; is a positive
constant.

3) There are constants ¢; > 0 such that for e # 0,
Si(e) > éisi®(e). (1)

Some examples of the saturated function can be found in [6],

(9.
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Fig. 1. (a)Quasi-natural potential: S(e) (b)derivative of S(e) : s(e)

Substituting equation (17) into eguation (12), we have the
closed-loop dynamic equation
(Mo + M ()i + (Bo + 3 M(q) + S(a,49))d
+KK T (q) Ko X + KK 1T (9)Kps(e) + 9(q)
KK Z(q)p — KK™'Y(q,9)¢ = 0.
Since (I — Kf(fl) is a diagonal matrix, according to the
definition of Y (g, ¢) in equation (20), we have
(I - KK™")Z(g)¢
= (IﬁKK?l)(Zl(q)¢77
Y(q, ¢) %k,

k1

(22)

2n(q)$)”
(23
1= ﬁ)T is unknown since the exact
actuator model is unknown, and ki and k; are the ¢t
elements of K and K respectively.
Substituting equation (23) into (22) and using equation (13), the
dynamic equation can be written as:
(Mo + M(q))d + (Bo + 3 M(q) + S(q,4))d
+KI%—1JT(q)KUX+KI%‘1JT( VK, ( )+Z( Yo
~Z(@)$ + Y (q, )¢ — Y(q, PKK™'p =0,
where we note that Y (¢, ¢), KK ~* are diagonal matrices.
Next, we define a Lyapunov function candidate V' as:
V = 14" (Mo + M(q))d + ag” (Mo + M(q))J " (g)s(e)
+ 37 (ki 4 kpi)Si(ei) + 2(0 — &)L (¢ — 9)
+3(KK'¢p — @) Ly ' KK (KK ¢ — 9),

where ¢, = (
" diagonal

(24)

(25)
where ky;, kv; denote the ith diagonal elements of K, and K,
respectively, Ly ' KK ! is a positive diagonal matrix. Since
14" (Mo + M(q))g + g™ (Mo + M(q))J* (q)s(e)
+ Zj;l (akwi + kpi)Si(es)
= 1(d+ 2ot (q)s(e))" (Mo + M(q)) (4 + 2T * (q)s(e))
—a®s(e)"(J7 (@) (Mo + M(q))J* (g)s(e)
+ Zi:l (ki + kpi)Si(ei)
> 3" (akuiéi + kpiti — o®Am)sE(es), (26)

where o can be chosen small enough or &,,; and k,,; can be chosen
large enough to satisfy the inequality,

akyiti + kpiéi — & Am > 0, @7
and A = Aac[(J7(@) (Mo + M(2)) T (q)], Amas[A] de

notes the maximum eigenvalue of amatrix A and A,i»[A] denotes
the minimum eigenvalue.

If we substitute the inequalities (26) and (27) into equation (25),
we have

V 2 34" (Mo + M(9))i+ 5(6— )7Ly (¢~ 9)
+Z:n1 akvzazl + k/‘szlQ - azA ) 2( )

+H KK o — @) "Ly ' KK (KK ' — ¢) > 0. (28)

Hence, V' is positive definite. Note that o« must be chosen
sufficiently small or K,, K, must be chosen sufficiently large
to guarantee the positive definiteness of V.

Differentiating V' with respect to time and substituting equations
(18) and (19) into it, we can get

&V =4 (Mo+ M(q
+asT(6)(f+(Q))TM(Q)Q'+as
+aq" (Mo + M(q )) *(@)s(e) + XTKps(e)
+ag” (Mo + M())J*(@)3(e) + aXT Kys(e)

+a+ ¥ (q)s(e) Z(a) (¢ — 9)
+Hd +ad T (9)s(e) Y (¢,9)(¢r — KK'§).

)i+ 2d" M(q)q
(e)(JT(9))" (Mo + M(q))i

(29)

Substituting (Mo + M(q))¢G from equation (24) into equation
(29), we have:

(30)
where

W =¢"{Bo+ KK™'J" (@Ko T (@)} — " {7 (@) K,
—KK Y JT (K, — aJT(q)K,J () K 'K J" (q)
+aJ " (q)Ku}s(e) + as” (e)(J T (q)) KK JT (q) Kps(e)
+afs" (e)(J*(9))" (Bo — $M(q) + 5(q,4))q
—s" (e )(J*( N (Mo + M(q))q

57 () (J*+(a))" (Mo + M(q))i}- (3D

From the last term of equation (31), since s(e) is bounded, there
exist constants ¢ > 0 and ¢; > 0 so that [6]:

aIS(e)T(jJr(q)?T[Bo — 5M(q) +5(q,9)ld
A —s(e)"(J ()" (Mo + M(q))d
=5(e)"(JF ()" (Mo + M(q))d| = —acol|l|* — aci[s(e)]|*. (32)

Substituting Ainequality (32) into gquation (31) and defining
Ax =T1—-KK™, A;=J"(q) — J"(q), we have

W > ¢"[Bo + J"(9)KuJ(q) — AxJ" (9) Ko J (q) — acol]d
+as(e)"[K, — (JH(q)" Ak I (@) K, — aciI]s(e)
—i" Ak I (@ Ky + A K, + ad () Ko J(9) A T (q)
+alAjKys(e) > {Amin[Bo + jT(Q)va(Q)] — 2B mas[Ko]
—aco}[dl1* + {aAmin[Kp] — acsBAmas[Kp] — aci}|s(e)|*
—{c3BAmaz [Kp] + Y Amaz [Kp] + acafAmaaz [Ko]

FoYAmaz[Ku]}Hdll s ()], (33)

Since,

(34)
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we have

W > {Amin[Bo + J" (@) Ko J ()] — c28Amaz K]
_%CSBAnzam[Kp} - %ﬁ/)\mar[Kp} - %aczlﬁ)\m.am[Kv]
_%a’_y)\'maw [KU] - OéCo}||Q||2 + {a)\'min [Kp}
—acsBAmaa[Kp] — %CBﬁAmaz [Kp] — %'_V\maz [Kp]

—50acafAmaz[Ko] = 307 Amas[Ku] — aci}|s(e)|?, (35)
where ¢z = bjrbj, cs =bjr, ca =bjirbjrbj, cs =bjirb;r,
and bjr, bj, by, bjir aethe bounds for JT(q), J(q), T (q),
(JT(¢))T respectively. Then we have

w 2 ()\maw [Ku]la - OCCO)Hq.H2 + (>\7naw[K’u}lb - 0601)||5(€)|‘27
(36)
where
la = A1 — B(c2 + tesar + Lacs) — 25(ar + @),

Iy = alsa; — B(acsar + %03(11 + %a@) - %f’y(al + @),

N p— )‘nm'n[B +jT( )Kuj( )] 3 —_ Amzn[Kv ] _ >\7nam[K ]
AL = ] L A2 = SRE an = SRl
Hence, if the following conditions are satisfied:

« - 1 1 1

A1 — B(e2 + 5Caa1 + 5(1(:4) — 2’7(@1 +a) >0, (37

1 1 1
—c3a1 + —acq) — =¥(a1 + ) > 0, (38)

alea; — B(a65a1 + 5 3 3

That is

25 — 7 2ada1 — 7

min{ A — (a1 + @) 7 alar —J(a1 + )
c3a1 + 2¢2 + acqs’ 2acsar + czar + acy

}> B,

(39)

25\1 — B(ZCQ + c3ay + OtC4) .
a4+ ar ’
20 0a; — B(2a65a1 + csa1 + aca)
o+ ar
thenl, > 0 and [, > 0 and hence K, can be chosen large enough
so that

min{

}>7, (40)

QCo acy
- - O - -
MmanlKo] N [Ko]

and hence W is positive definite in ¢ and s(e).

Graphical illustrations of conditions (39) and (40) are shown in
Figure 2 and 3. Figure 2(a) shows the relation between 8 and a;
with 4 = 0, i.e, with the actuator model uncertainty only, and
figure 2(b) shows the relation between 7 and a; with 3 = 0,
i.e., with Jacobian matrix uncertainty only. The shaded area is the
region where stability can be guaranteed. The figures show that
with one kind of uncertainty existing, a smaler a; alows more
uncertainty in the system. Figure 3 shows a 3-D illustration of the
conditions when both uncertainties exist. Surface S is described
by condition (37) and surface S> is described by condition (38).
The region between the two surfaces as indicated by the arrow is
the region where stability can be guaranteed. From the figure, we
can see that the allowable bound /3 of actuator model uncertainty
and bound 7 of Jacobian uncertainty are inversely proportiona to
the ratio a; of maximum eigenvalue of positional feedback gain
to that of velocity feedback gain. If the actuator model uncertainty
B and/or the Jacobian uncertainty 7 increase, a smaller a; is
required. Hence, to alow more uncertainty in Jacobian matrix
and/or actuator model, a1 should be kept smaller.

We are now in a position to state the following Theorem:
Theorem The closed-loop system described by equation (18), (19)

la — I — >0, (41)

(With Y =0) (with 3 =0) ——
.\._\_ '} | f2 N
- \

i i -

o] gr

a ) y
@ ! (b)

Fig. 2.  (a)Variation of 3 with a; (with actuator uncertainty only)

(b)Variation of 4 with a; (with Jacobian uncertainty only)

B

Fig. 3. Variation of 3 and 7 with a1 (with both actuator uncertainty and
Jacobian uncertainty)

and (22) gives rise to the convergence of X — X, and ¢ — 0
ast — oo if the feedback gains K, and K, are chosen to satisfy
conditions (27), (39), (40), (41), K and .J(g) are chosen to satisfy
the condition (15) and (16) respectively.

Proof Since V and W are positive definite in s(e) and ¢, from
equation (30), we have

d
“V=-W<o.
dt <0

Hence, V' is a Lyapunov function whose time derivative is
negative definite in (s(e), ). Since W = 0 implies that ¢ = 0
ande = X — Xy 0, by LaSdlle's invariance Theorem, the
proof is complete.

(42)

Remark 2: The stability conditions (27), (39), (40), (41),
presented in the Theorem are sufficient conditions to guarantee
the stability of robot system in presence of uncertain actuator
model and uncertain kinematics and dynamics. The conditions
are simple conditions to achieve in practice. Conditions (27),
(41) simply mean that the feedback gains should be chosen
sufficiently large. Conditions (15), (16), (39) and (40) imply that
the feedback gain K, should be small as compared to K, (see
Figure 2 and Figure 3 aso). Hence tuning can be established
easly in practice.

IV. SIMULATION RESULTS

In this section, we present some simulation results to illustrate
the performances of the proposed controllers. Let us consider a
3-link planar robotic manipulator holding an object as shown in
Figure 4.

5271




sind } { —lis1 —lasi2 — (I3 + lo)s123

—las12 — (I3 +1o)s123  —(Is + 1o)s123

cosé lici +lacio + (I3 + lo)c123 lacia + (I3 + lo)c123 (Is +1o)c123
41)
j(q) _ fl 51 9 COS<§A siné —AlA181 —AlAzS12 - gis +j°)5123 ji2812 - gis +AZ0)3123 —gis +AZO)S123
z— fl 0 pe —sind  cosd lici + l2ci2 + (Is + lo)c123 laciz + (I3 4 1o)c123 (Is + lo)c123 )
42

Fig. 4. A threelink planar robot

Using afixed camera placed some distance away from the robot
as the external sensor, the task space is defined in the vision
coordinates described by X = [z.,y.]”. The Jacobian matrix
J(q) of mapping from joint space to visual space is given by
equation (41) [11]. Where s1 = sin(q1), s12 = sin(q1 + ¢2),
s123 = sin(q1 + g2 + ¢3) and c1 = cos(q1), c12 = cos(q1 + q2),
c123 = cos(q1+q2+q3). B1, B2 denote scaling factorsin pixels/m,
0 represents the angle of rotation of the vision coordinates relative
to Cartesian coordinates, the offset of the origins of the coordinates
d = (ds,d,)T (see Figure 4) were set to 0 m, z is the
perpendicular distance between the robot and the camera, f1 is
the focal length of the camera, and [, is the length of the object
held, [; is the length of link i.

The masses of thelinksm1, mz, ms werechosenas 1kg, l1, l2
and I3 were set as 0.5m; and the mass of the object m,, was chosen
as 0.5kg with alength of 0.3m. fi was chosen as 16mm, z was
chosen as 1.5m and § chosen as 45°, 81 = B2 = 78333. The
amplifiers were operating in current mode. The exact parameters
of the actuator as mentioned in section Il were set as K1 =
18,K7—2 = 14,K—,—3 = 16,1“1 = ro, = r3 = 1. Hence, K =
diag(K;1/r1,Kr2/r2, Kr3/r3) = diag(18,14,16). The robot
was required to move from an initial position of [z(0),y(0)] =
[480, 120] pixels to a desired position of [zq,ya] = [975, 720]
pixels in image space.

In the simulation, the camera parameters are estimated as f1 =
12mm, 2 = 1.2m, the scaling factors are estimated as 3, = 3> =
80000, the lengths of the links and the object were estimated as
Iy = 0.55m, [ = 0.45m, I3 = 0.7m, I, = 0.4m respectively.

First, the rotation angle § was estimated as § = 60° and
the actuator model as K = diag(10,10,10), the approximate
Jacobian matrix .J (¢) can be obtained according to equation (42).

To show the effects of actuator model uncertainty on the system
performance, simulation result with only kinematic updating is
shown in figure 5 with K, = 0.0001/, K, = 0.0001] and
a = 1. Figure 6 shows the improved performance after adding
in the actuator model updating algorithm. Note that the overall
feedback gains are not small because the entries of .J(¢) K, and
J(q)K, are multiplied by the large scaling factors (1, fs.

Next, K and estimated rotation angle § were varied to examine
the effects of different uncertainties in kinematics and actuator
model on the robot’s motion. Simulation result with § = 80°,
K = diag(60,35,35), K, = 0.00011, K, = 0.0001 and o = 1
is shown in figures 7.

The results of the simulation study show that the control scheme
we proposed in this paper is effective in dealing with uncertainties
in the kinematics, dynamics and actuator model of the robot
system and convergence of the position errors is guaranteed.

V. CONCLUSION

In this paper, we proposed a task-space controller for setpoint
control of robotic manipulator with approximate models. The main
advantage of the proposed control scheme is that exact knowledge
of both Jacobian matrix and actuator model is not required.
Sufficient conditions for choosing the feedback gains, approximate
models were presented to guarantee the stability. The performance
of the proposed controller was illustrated by simulation results.

REFERENCES

[1] M. Takegaki and S. Arimoto, “A new feedback method for dynamic
control of manipulators” J. Dyn. Sys. Meas. Control, vol. 102,
pp. 119-125, 1981.

[2] P. Tomel, “Adaptive PD controller for robot manipultors” |EEE
Transaction on Robotics and Automation, vol. 7, no. 4, pp. 565-570,
1991.

[3] R. Kelly, “Comments on adaptive PD controller for robot manipula-
tors,” |EEE Transaction on Robotics and Automation, vol. 9, no. 1,
pp. 117-119, 1993.

[4] T.J.Tarn, A.Bgjczy, X.Yun, and Z.Li, “Effect of motor dynamics on
nonlinear feedback robot arm control,” IEEE Transaction on Robotics
and Automation, vol. 7, no. 1, pp. 114-122, 1991.

[5] JT.Wen, K.Kreutz-Delgado, and D.Bayard, “Lyapunov function-
based control for revolute robot arms” IEEE Transaction on Au-
tomatic Control, vol. 37, pp. 231-237, 1992.

[6] S. Arimoto, Control Theory of Non-Linear Mechanical Systems.
Oxford University Press, 1996.

[7] R.Kelly, “PD control with desired gravity compensation of robotic
manipulators: A review,” The International Journal of Robotics
Research, vol. 16, no. 5, pp. 660-672, 1997.

[8] JJE.Slotine and W.Li, “Adaptive manipulator control: A case study,”
|EEE Transaction on Automatic Control, vol. AC-33, no. 11, pp. 995—
1003, 1988.

[9] R.Kelly, “Globa positioning of robot manipulators via PD control
plus a class of nonlinear integral actions” IEEE Transaction on
Automatic Control, vol. 43, no. 7, pp. 934-938, 1998.

[10] S. Arimoto, “Robotics research toward explication of everyday
physics,” International Journal of Robotics Research, vol. 18, no. 11,
pp. 1056-1063, 1999.

5272



[11] H.Yazarel, C.C.Cheah, and H.C.Liaw, “Adaptive SP-D control of
robotic manipulator in presence of modeling error in gravity regressor
matrix: Theory and experiment,” |EEE Transaction on Robotics and

0 1 Automation, vol. 18, pp. 373-379, June 2002.

[12] M.C.Good, L.M.Sweet, and K.L.Strobel, “Dynamic models for con-
trol system design of integrated robot and drive systems,” Transcation
of ASME, Journal of Dyn.Syst.,Meas.and Control(107), pp. 53-59,

1
5]
S
>

1985.
X 1000 ; ; ; ‘ [13] R.Guenther and L.Hsu, “Variable structure adaptive cascade control
0 5 1°T. 15 2 % of rigid-link electrically-driven robot manipulators,” in Proc. IEEE
ime(sec) Conf. on Decision and Cont., pp. 2137-2142, 1993.

[14] C.Su and Y.Stepanenko, “Hybrid adaptive/robust motion control of
rigid-link electrically-driven robot manipulators,” |EEE Transactions
on Robotics and Automation, vol. 11, pp. 426432, June 1995.

[15] D.M.Dawson, Z.Qu, and J.J.Carrol, “Tracking control of rigid-link
electrically-driven robot manipulators,” Int. J. Control, vol. 56, no. 5,
pp. 991-1006, 1992.

[16] M.Mahmoud, “Robust control of robot arms including motor dynam-
ics” Int. J. Control, vol. 58, pp. 853-873, 1993.

Y gxis ppsition error(pixels) X gxis position error(pixels)

15000 ‘5 1‘0 1‘5 2‘0 % [17] C.-Y.Su and Y.Stepanenko, “On the robust control of robot arms

Time(sec) including motor dynamics,” J. Robot.Syst., vol. 13, pp. 1-10, 1996.

[18] M.M.Bridges, D.M.Dawson, and X.Gao, “Adaptive control of rigid-

Fig. 5. Response with § = 60°, K = diag(10,10,10), L1 = 1001 link electrically driven robots” in Proc. |IEEE Conf. Dec. Contr.,
and Ly = 0 pp. 159-165, 1993.

[19] J.Yuan, “Adaptive control of robotic manipulators including motor
dynamics,” |EEE Transactions on Robotics and Automation, vol. 11,
pp. 612-617, 1995.

[20] R.Colbaugh and K.Glass, “Adaptive regulation of rigid-

200t 1 link electrically-driven manipulators,” in Proc.IEEE

Int.Conf.Robot.Automat., 1995.

-400) ] [21] F. Miyazaki and Y. Masutani, “Robustness of sensory feedback

-600 control based on imperfect Jacobian,” in Robotic Research: The fifth

International Symposium, (MIT Press), pp. 201-208, 1990.

800, 5 m " 2 . [22] FL.Lewis, C.T.Abdalah, and D.M.Dawson, Control of Robot Ma-

Time(sec) nipulators. New York: Macmillan Publishing Company, 1993.

[23] R.Kelly, “Regulation of manipulators in generic task space: An
energy shaping plus damping injection approach,” IEEE Transaction
on Robotics and Automation, vol. 15, pp. 381-386, 1999.

[24] R.Kelly, R.Carelli, O.Nasisi, B.Kuchen, and F.Reyes, “Stable visual

-200 1 servoing of camera-in-hand robotic systems” IEEE/ASME Transac-
tions on Mechatronics, val. 5, no. 1, pp. 3948, 2000.

[25] C. C. Cheah, “Task-space regulation of robot with approximate

1 actuator model,” Robotica, vol. 21, pp. 95-104, 2003.
‘ ‘ ‘ [26] C. C. Cheah, S. Kawamura, and S. Arimoto, “Feedback control for

~o
[=3
S

o

[N
=1
S

o

'
=
S
S

|
=
S
S

Y axis position error(pixels) X axis position error(pixels)
&
3
3

0 5 10 15 20 %5 robotic manipulator with an uncertain Jacobian matrix,” Journal of
Time(sec) Robotic Systems, vol. 16, pp. 119-134, 1999.
R [27] H. Yazarel and C. C. Cheah, “Task-space adaptive control of robotic
Fig. 6. Stable response with § = 60°, K = diag(10,10,10), L1 = manipulators with uncertainties in gravity regressor matrix and kine-
Lo =1001 matics,” |EEE Transactions on Automatic Control, vol. 47, no. 9,

pp. 1580-1585, Sept. 2002.

[28] C. C. Cheah, S. Kawamura, S. Arimoto, and K. Lee, “H-infinity tun-
ing for task-space feedback control of robot with uncertain Jacobian
matrix,” in |[EEE Transactions on Automatic Control, pp. 1313-1318
vol.46, Aug. 2001.

[29] C.C.Cheah, M.Hirano, S.Kawamura, and S.Arimoto, “Approximate
Jacobian robot control with uncertain kinematics and dynamics,”
IEEE Transactions on Robotics and Automation, vol. 19, no. 4,
pp. 692-702, August 2003.

n
[=3
S

error(pixels)
o

T

~

>

S
L

positlion
o A
[=3 (=3
s 8
i i

axis

|
©
S
S

x 0 5 10 15 2 5

- Time(sec)

)

g0

g

5 7

G200} ]

c

o

S-400¢ 1

[

2-600 1

2

5-800 : : : :

s 0 5 0 15 2 %
Time(sec)

Fig. 7. Stable response with § = 80°, K = diag(60, 35,35), L, =
Ly = 1001

5273



	MAIN MENU
	Front Matter
	Technical Program
	Author Index

	Search CD-ROM
	Search Results
	Print
	View Full Page
	Zoom In
	Zoom Out
	Go To Previous Document
	CD-ROM Help

	Header: Proceeding of the 2004 American Control Conference
Boston, Massachusetts June 30 - July 2, 2004
	Footer: 0-7803-8335-4/04/$17.00 ©2004 AACC
	Session: FrP03.5
	Page0: 5268
	Page1: 5269
	Page2: 5270
	Page3: 5271
	Page4: 5272
	Page5: 5273


