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Singular Time Delay Systems

Shugian Zhu and Zhaolin Cheng

Abstract— This paper considers Robust Fault Detection and whereos € 0O, © is a compact subset ¢ andFy (o), F, (o)
Isolation Observer (RDO) for uncertain singular time delay agnd Fy(o) are the continuous functions of

system with faults. A sufficient condition for the existence i i () —
of RDO and an efficient design algorithm are obtained. The 1 §A2) -]I;h? linear Inéie.pendtehnce jmong ?Hl(.t)t’z

design of RDOs associated with various splitting of the faults — <" "> ™ IS assumed, 1. €., theré does not exist non-zero
are also discussed. constant vectory, such that

Index Terms— Fault detection and isolation(FDI), robust- T
(FDD) o [ma(t) ma(t) - mit) ]T=0. (3)

ness, delay systems, singular systems.
Denote (f); as theith element of vectorf and (X)
. INTRODUCTION as the linear space spanned by the columns of mafrix

This paper focuses on the problem of the Robust Faulthen the objective is, for system (1), to design RDO of the
Detection and Isolation Observer (RDO) design for singulabllowing structure in [3]
time delay systems with structural uncertainties. All the

observers are designed such their residual vectors are in- wt) = Hw(t)+ Hw(t —7) + Hay(t)
variant to the non-fault faults and each observer is further +Hay(t = 7) + Hyu(t) (4)
specially designed such that its residual vector is invariant r(t) = w(t)+ Heylt)
to a particular group of faults while sensitive to the rest. Th@ssociated with a giveh-dimensional eigenvectof:
approach presented is similar to and more mathematically 1. icw
simple than those developed recently in [1] and [2] which (f)i= { 0 ie K —w (5)
rely heavily on the Kronecker canonical decomposition. ’
such thatm,;(t) = 0,Vi € w < r(t) — 0,t — oco. r(t)
Il. PROBLEM FORMULATION is called residual vector. Wher& = {1,2,- - - k}, K,w

Consider uncertain singular time delay system with faultgre the index setsy C K. The faults in the index seb
. _ belong to detected faults and those in the index/Set w
Ei) = (A+Ade(t)+ (4, + AAT)kx(t =) belong to isolated faults. A-dimensional vectoy is called
+(B+ AB)u(t) + Dd(t) + > Lym;(t) a realizable eigenvector when it is associated with a RDO.
i=1

y(t) = Cx(t) lIl. DESIGN OF RDO

(1) Lemma 1:The linear time delay system(t) = Az(t) +
wherez(t) € R", u(t) € R, andy(t) € R™ are the state, A_x(¢ — 1) is asymptotically stable, if there exist matrices
control input and outputu(t) and y(t) can be measured p > o, > 0 satisfying

through sensors;y > 0 is the known constantDd(t) T T
denotes the effects of the non-faults on the sysié{t), € ATP JJ;EA +Q AP
R" is the unknown input vectol;m;(t),i = 1,2,---, k, is T —Q
theith fault, whereL; is a known matrix called the signature
matrix of theidth fault andm;(¢t) € R™i,i = 1,2,-- - k,
is an unknown function vector called the mode of tiie
fault. When faulti occurs,m;(t) # 0; when fault: does
not occur,m;(t) = 0. A,A,,B,D,C,L;;i = 1,2,-- -k,
are constant matrices with appropriate dimensions.

We shall assume the following for system (1)

<0. (6)

Then we can get a sufficient condition about the existence
of RDO for system (1) and a design algorithm.

Theorem 1:Given an eigenvectof, which is defined in
(5), under the assumptions (A1) and (A2), system (1) exists
a RDO of the form (4) if there exists a matriX which is
subject to the following structural conditions.

(A1) The structural uncertaintieA A, AA,,AB are of H\TE+ HsC —-TA=0 (7.1)
the form as follows H,TE+H,C—-TA, =0 (7.2)
TE + HsC =0 (7.3)
[ AA AA; AB | =G| Fi(o) Fr(0) F2(0) | (2)  pa—) (7.4)
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Algorithm 1:

Remark 2:Algorithm 1 is a complete algorithm solving

Step 1.DefineT; as a matrix of full column rank which the nine conditions shown in Theorem 1. That is, as

satisfies
R(T) =R(D) +RG) + Y R(L).  (8)
€K —w
Equations (7.4)-(7.6) are equivalent to
TT; = 0. (9)

If 77 is nonsingular, the algorithm stops with no RDO of

form (4) designed. Otherwise, 1dt7T; = 0 with R being

the left zero divisor ofl} (R is of full row rank and has

maximal rank). Then there exists a matfixsuch thatl" =
SR. Go to step 2.

Step 2.From (7.3) we havd'E = —HgC'. Substituting
itand7T = SR into (7.1) and (7.2) yields

MC —SRA =0 (10)
(11)

with M; = H; — H1Hg and My = Hy — HyHg. The
combination of (10), (11) and (7.3) gets equation

MyC —SRA; =0

[ My M, S Hg|II=0 (12)
C 0 0
0 C 0 .
wherell = _RA —RA. RE |- So equations (7.1)-
0 0 C

(7.6) are reduced to finding matricéd,, M,,S and Hg
satisfying (12). Choos¢ My M, S Hg | as the left

long as there exist matriceH,, Ho, H3, Hy, Hs, Hg and
T satisfying (7.1)-(7.9), Algorithm 1 can guarantee that a
RDO of form (4) will be designed.

Remark 3:Consider system (1) satisfying assumptions
(Al) and (A2). For a given eigenvector defined in (5), design
a RDO of form (4) using Algorithm 1. If algorithm stops
in step 3, that is, condition (7.9) is not satisfied, but instead

TL; = 0, View—u

TL; # 0, Vicu (13)
then: a. any eigenvectaf;:
1, 1ev
(fl)f’_{o ie]é—vl (14)

with v; C K, v, N (w — u) # ¢, which satisfies

RD)HR(G)+ D R(Li) = RD)+RG)+ Y R(L:)

iEK—w i€eK—vq

(15)
is not realizable either with Algorithm 1.
b. any eigenvectoys:
o 1, 7€ v
(f2)z—{ 0, icK—u (16)

with u C vy C w is not realizable either with Algorithm 1.
C. any eigenvectofs:

1, i€u

(f3)i:{ 0. icK—u (17)

zero divisor ofIL. If S = 0, the algorithm stops with no is a realizable eigenvector associated with the ROQ,

RDO of form (4) designed. Otherwise, go to step 3.
Step 3.Check whetherl' = SR satisfies (7.9). If not,

the algorithm stops with no RDO of form (4) designed;

otherwise, RDO exists and go to step 4.
Step 4.Choose matricedd; and H, satisfying (7.8).

H27H37 H47 H5: HG)

IV. CONCLUSIONS
In this paper, the RDO design problem for singular time

In fact. from Lemma 1. we can choose them as follow<d€lay system is discussed. Theorem 1 has given a sufficient

First, select matrices® > 0 and @ > 0 according to

condition about the existence of RDO described by (4)

the E}erformance requirement on RDO. Then solve Lmfor system (1). Moreover, a detailed and efficient design

PH, -0 < 0 for H; and H,.

bviously, the matricedd; and H, satisfying (7.8) are
guaranteed to be found.

Step S5FromH; = M+ H1Hg, Hy = My + HoHg and
(7.7) we get matriced$s, Hy and Hs.

LH1P+PH1+Q HIP

Remark 1:From step 2, we know that the solution

[ My M, S Hg ] is the left zero divisor ofll. So

procedure is presented in Algorithm 1, which is a complete
algorithm solving the conditions shown in Theorem 1. We

also pointed out that the design result for one eigenvector,
either a failure or a success, may provide information about
the realizability of other eigenvectors so that the whole

design procedure can be simplified.
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