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Singular LQ Suboptimal Control Problem with Disturbance
Rejection for Descriptor Systems

Li Chen and Zhaolin Cheng

Abstract—This paper deals with singular linear quadratic II. STATEMENT AND TRANSFORMATION OF
(LQ) suboptimal control problem with disturbance rejection THE PROBLEM
for descriptor systems. Under some conditions, a suboptimal . .
control-state pair can be found such that the performance of Consider a descriptor system

the closed-loop system is within some range; the suboptimal LY _

control can be synthesized as state feedback and the state E{ Ei(t) = Ax(t) + Biw(t) + Byu(t), Ex(0) = o

trajectory of the closed-loop system is uniquely determined y(t) = Cx(t) + Dyw(t) + Dauft)

by disturbance and initial state. _ ) (1)
Index Terms— Descriptor system; Singular linear quadratic ~ With a performance index

cost; Disturbance rejection; Suboptimal control; State feed-

+oo
back. T, 2, w) = /0 (D)t )

|. INTRODUCTION whereE, A € R™*", By € R, By € R™¥",C € Rmf",
Dy € R™X!, Dy € R™*7; ., y, u, w are state, output, input
Descriptor systems,which are also called singular sy§nd unknown disturbance respectively; is a given initial
tems,generalized systems or differential-algebraic systeng®ndition. rankE = p, 0 < p < n, r+1 < m < p,
are more general than normal state space systems. Dlew [[z2< p. p > 0 is given. HereL* denotes the vector
scriptor systems have comprehensive practical backgrourface of measurable functions,: R* — R', such that
Great progress has been made in the theory and its appli- too 1
cations since 1970s [1][3][4]. In this paper, we deals with | w | z2= </ wT(t)w(t)dt) < 00
singular linear quadratic (LQ) suboptimal control problem 0
with disturbance rejection for descriptor systems. Using the Let the admissible control-state pair set be
method in [2], we transform the singular linear quadratic - 5
(LQ) suboptimal control problem with disturbance rejection < = t(u:2)|(u,z) satisfies (1) andi, = € L7}
for descriptor systems equivalently to the nonsingular LQhe aim of this paper is to find a suboptimal control-state
suboptimal control problem with disturbance rejection fopair (u*, 2*) € J such thatJ(u*,z*,w) is within some
linear systems which can be solved by solving the norange for allw with || w ||z2< p.
singular LQ optimal control problems for two other linear \We assume the following:
systems. Under some conditions, a suboptimal control- [0 E 0
state pair can be found such that the performance of tliéu) rank E A By
closed-loop system is within some range; the suboptiméhpulse controllable; B
control can be synthesized as state feedback and the sta#®) rank | sE — A B, | =n,Vs € CT, i.e. the system
trajectory of the closed-loop system is uniquely determinedl is R—stabilizable;

= n+ p, i.e. the systenk is

by disturbance and initial state. 0 E 0

This paper is organized as follows. Section Il is dA43) rank | E A By | =n+p+r;
statement and transformation of the problem. Section Il | 0 C Dy
is the solution of the problem. Section IV is an example( o4y rani; | *F 74 B2 B } E——
Section V is a brief conclusion. | ¢ =Dy -D

Notation Throughout the paper, the superscript”“ Vs € C+ ) ) .
stands for matrix transpositiono* denotes the closed . Definition 1 If there is another descriptor systeh
right-half complex plane;R" denotes then-dimensional £% = A% + Biw + Byu, y = Ci + Dyw + Dou and two
Euclidean space?™*™ is the set ofyxm real matricesf,, ~ nonsingular matricesl/, N' € R"*" such thatr = Nz,
is then x n identity matrix; A > 0 means that! is positve MEN = E, MAN = A, MB, = B,, MB, = B, and
definite; A > 0 means thatd is positive semi-definite. CN = C, then the system& and X are called restricted

system equivalent (r.s.e.).

This work was supported by the project 973 of China under grant SincerankE = p, 0 < p < n, there exist nonsmgular

G1998020300 matricesM, N € R™*" such that
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Accordingly, let

A A B
MAN = MB;, =
[ Az Agp } ’ ! [ Bia ]
| Ba1 _ .| ™
MBZ_[BQQ]’CN_[CI CQ],N x_|:$2:|
(4)
where

A11 € Rpo,Bll € Rle,Bgl S Rpxr,cl S Rme,
xr1 € RP,ZIJQ c R*P
From Ez(0) = z¢ and (3)(4), we have

1’1(0) = [ Ip 0 ]M:L’O

Denote
10 = [ Ip 0 ]Ml‘o

Then is r.s.e. to the system

1 = Anz + Apxe + Briw + Boju, 21(0) = 219
Y14 0= Asix1 + Asoza + Biaw + Baou
Yy = Ciz1 + Coxg + Diw + Dou
(5)

with oo
Ty (o (201, 02), ) = / v (yd  (6)
0
and
jl = {(u, (xl,xg))\(u, ($1,ZC2)) satisfies (5) andt,fﬂl,

XTo € EQ}

where

/:112 = A12V11 + Bo1Vau, Boy = A12Vig + Bai Voo,
Cy = CoVir + DaVar, Dy = CoVia + Do Voo,
To € R P, ueR"

Then the systenX; is converted to the system

R i1 = Anar + Buw + Bait, 21(0) = 210
Yo q T2 = —Anizy — Biow (9)
Yy = 011’1 + Dlw + D27__L
where
14:111 = Ay —_A12A2~17 By = By - A12Bsa,
Cy = C1 — CyAz1, D1 = Dy — CoByo.
Lemma 2 AssumeT; € R™*™ js nonsingularl,; €
Rmixn2 T e Rrexm T, € R™*"2 Then

Ty — T3T7 ' Ty =0

if and only if
i T Ty |
ran T T, =n
Lemma 3 By, — A;3B,5 = 0 if and only if
Az Bay Bio
rank | —Ky I, 0 =n+r—p (10)
A2 Ba1i Bi

Proof: Note that
Bi1—A12B12 = Bi1—(A12+B21 K2)(Ase+ B2 Ko) 7' Byo

Denote byP the LQ suboptimal control problem with Then from lemma 2 we know thaB;, — A12Bi2 = 0 if

disturbance rejection foE with J and 7, and byP; the

problem for¥; with J; and J;. ThenP is equivalent to

Pr.
Lemma 1 The systen is impulse controllable, i.ex
satisfies(A1), if and only if

rank[ Asy  Bog } =n-—p

From lemma 1 we know thdt A;;  Bso | has full row
rank if ¥ satisfies(A1). Then there existd(, € R™*("~P)
such thatAsy + Bes K5 is nonsingular. Let

K = {Ky|Ky € R™*(""P) " Ay, + B,y K, is nonsingula¥
and

V= [ Vi Vo_1 _V0_1B22

Via _
Vor Vi KoVy ' I — KoV ' Bay

whereVy = Ass + Boo K. Note thatV defined in (7) is

nonsingular and it is easy to prove that

[ Az B |V =[1Ip 0] (8)
Let B ~

[ A1 Boy |V = A By |,

(¢ Dy ]V=[G Dg],Vl[m]:{iQ]

and only if

Agp + Baa Ko
A1z + Ba1 Ko

B12

By, (11)

It is easy to prove (11) holds if and only if (10) holds.Proof
is over.

From lemma 3 we know that if there exisk§, € K such
that (10) holds, thert, is the system

rank =n-—0p

i = Aja + Boyii,  x1(0) = 219

Yo q T2 =—Anz1 — Bow (12)
y:Clx1+D1w+D2ﬂ
Note that
T1 Ip 0 0 T1
z2 | = | —Vi1dar Viz —ViiBpo u
U —Va1dar Voo —Vo1Byo w
(13)
then we have
—+o0
Rwaw) = [y w0
+oo Q11 Q12 Qi3 T
:/ (2] @7 w || Qf, Q2 Qs o | dt
0 QI?, Q‘2r3 Q33 w
(14)
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where
Qu = (C1 — C2421)7(C1 — CaAg),
Q12 = (C1 —C2An) "Dy o
Q13 = (C1 — C2A21)" (D1 — C2Bi2), Qa2 = DIDs
Q23 = D3 (D1 — C2Br2),
Q33 = (D1 — C2B12)" (D1 — C2B12)

The admissible control-state pair setX¥ is

Jo = {(a,xl)\(ﬂ,xl) satisfies (12)2],561 S EZ}

Denote byP, the LQ suboptimal control problem with

disturbance rejection foE, with J; and 7>. ThenP; is
equivalent toPs.

Now we give the sufficient and necessary conditions of< [ z] u’ ]

Q22 > 0.
Theorem 1The following statements are equivalent:

(i) Qa2>0

(i) rank[%; BDZQ}HPJFT
0 F 0

(i) rank | E A By | =n+p+r
0 C Dy

Proof.((i)«(ii)).Note that
Qa2 > 0 «—— rank(CyVig + DaVag) =1
Then we only need to prove
rank(CyVig 4+ DaVag) = 1 «— (i)

(Sufficiency).We assumeank(Ca2Via + DaVas) < 7.
Then there existsa € R" and o # 0 such that

V12 o V12 _
[ Co Dy | [ Voo }ao. Let { Vay ]aﬂ.Thenwe
have 3 # 0 for [ “;12 } has full column rank andv # 0.

22
From (8), we havel Ay Bay | 512 ] = (. Then we
22

- Asx Do

obtain [ A22 Bso ]ﬁ = 0. So Cy D, :|ﬁ = 0.

This is contradictory to (ii) forg # 0.

(Necessity).The proof of necessity is similar to that of

sufficiency.
It is easy to prove that (it} (iii).Proof is over.
Now we will find a performance/s (@, z1) such that

Jo (i, 21, w) < Jo (@, 1)

for all disturbancew with || w ||z2< p. Note that

Quu Q12 Qi3 x1
[2] @7 w™ || Qy Q2 Qo3 u
Qs Q33 @s3 w

=21Qur1 + U Qlx1 + 2] Q12U + U Q221
Fw” Qzzw + 2(w” Q7321 + wT Q531u)

It is obvious that

(w = Qf371)" (w — Q1) =0

Then we have
ww + 27 Q13Q 7371 > 2w Q371
Similarly, we have
ww + 4" Qo3Q33u > 2w’ Q33U

Then we obtain

Qi Q2 Qi3 x1
[2] @™ w” || Qs Qa2 Qo a
Qfs Q§3 Q33 w

<2]1Quzy + U QT + 2] Q12U + U Q22l
FwT Q33w + ] Q13Q 7371 + U7 Q23Q33U + 2w w

Q1 Q T .
[ 52 Q122 ] [ ﬂl } + [Amaz Q3] ww
where
Q1= Q11 +Q13Q73, Q2 = Q22 + Q23Q33,
Q3 = Q33+ 21

and \,,,.. @3 is the maximal eigenvalue a@s;. So
Jo(t, w1, w) < Jo(t, x1)

for all w with || w ||z2< p where

Jo(,x) = [ [ 2] @ ] { ] [ o }dt
+ [Ninaz Q3] p?

Note thatQs3 > 0, so Q3 > 0, then\,,,..Q3 > 0. From
theorem 1 we know thaf)22 > 0. So Q2 > 0.
By the transformation

Q1
Q12

Q12
Q2

{xl ]: I, 01 {xl ] (15)
u -Q3'QT, Qy° u
Yo is transformed to the system
il = /Alxl + égﬁ, 171(0) = 10
23 To = 7A21Z1 - Bqu (16)

Y= éfﬁl + lA)lw + Doti
where
z‘:l =An —5412A21 i321Q;1QIZZ By = B2192_§a
C=0C - C’zlAzl — D2Q5'Q7,, D1 = Dy — CyBs,
Dy = D1Q,?
And jg(a,a:l) is equivalently transformed to

J3(t, 1) = 0+OO(CEI(Q1 — Q12Q; ' QTy)x1 + 47 0)dt
+ [/\manS] /02
) (17)

Without considering output, we regard; (i, z;) as the
performance of the linear system

iy = Axy + Boih (18)
The admissible control-state pair set of the system (18) is
Js = {(@, z1)|(t, z,) satisfies (18)i, z; € L2}
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If we find an optimal control-state pafi.*, z7) € J5 such

that
min Jg(ﬁ,l‘l)

Jo (0%, z%) =
3( 1) (6,21)ET3

then we will find a suboptimal control-state p&ir*, z7) €
J2 such that

Jo(u*, 2], w) < jg(ﬁ*,af{) = jg(ﬁ*,x’{)

for all w with || w [|z2< p. Denote byP; the LQ optimal
control problem for the system (18) withy and /3. Then

we can solveP, via solving Ps.

I1l. SOLUTION OF THE PROBLEM

First we prove that(A, B,) is stabilizable, (A, Q1 —
Q12Q5'Q7,) and (A, C) are detectable.

Lemma 4 The systenk is R-stabilizable, i.eX satisfies

(A2), if and only if (A, B) is stabilizable.

Theorem 2Assume the systerfi satisfies(A4). If there

exists K» € K such that

Azs  Bas Ax
rank | — Ko I, 0 =n—p+m+r (19)
Cy Do o

and (10) holds, ther(lAQl — Q1205 'Q7,) is detectable.

Proof.DenoteVy = Ay + Bas Ko then

Asy Doy Ao
rank | —Ko I, 0

Co Dy
_ Vo Aoy
=rank | o, Dk, ¢ | T

A

_ 0 21
= rank 0 Cp—(Cy+ DoKo)Vy Ay } +r

= rank [Cl - (CQ + DQKQ)‘/E;lAQl] +n— P +7r
=n—p+m-+r
So

rank [Cl —(Ca+ DQKQ)VE]_lAQl] =m

Note that
C1 — CyAy =Cy — (Co + D2K2)V0_1A21

Then we haverank [C} — Cy Az | = m. From lemma 3

we know thatB;; — A12B12 = 0. Then
sE— A B2 Bl

rank ] C _D, -D
sl — A1 —Ai2 Ba  Bn
= rank —Agy —Ass B B
L Cl Og —Dg —Dl
Sfp — A11 *A12 *321 *Bll
= rank —Ag —L—p 0 —Bi2
L (& Cy Do D,
B sI, — (A1 — A12A91) —Bxn 0
= rank I Cy — CyAq Dy Dy — CyBi2
+n—p ~ (A _ ) _
slp — (A1 — A12421) —Bop O
frng k p -
ran I Qi1 Rz Qi3 e
sI, — (A11 — A12A421) —Ba1 0
— k p + -
rant | Q1 Qu Qi | " F

SIp —A —Bgl 0

= rank _
[ Q1—Q12Q5'QT, Q12 Qi3
=n+r+l, VseCt

I,— A
Sorank S A
[ Q1 — Q1205 Q7,

Proof is over.

Theorem 3If the system satisfies(A44), then (4, ()
is detectable.
Prooflf ¥ satisfies(A4), then we have

]+n—p

:|=p,VS€C+.

mnk{ c _D2]—n+r7 VseC
Note that
k sE— A B2
ran _ c D,
sl — A1 —Ap B
= rank —A21 —A22 322
G G2 =Dy
sl, — A —Ais —DBx
= rank — Ao *Iﬂ—p p
L a G D
o sl, — (A1 — A12421) —Bax _
= rank : C{_C—,%Am Dy +n—p
:rank_SngA _DB;1]+np—n+T,VS€C+

Sorank SIPA_A

C
If there is no disturbance ik, thenY is the system

=p,Vs € CT. Proof is over.

.| Ex(t) = Ax(t) + Bou(t), FEz(0)=x¢
> { y(t) = Cx(t) + Dau(t) (20)
with the performance
+oo
)= [ Ot (21)

It is easy to prove thaL’ can be equivalently converted to
the system

i’l = AIL’l + BQ’&,
D4 T2 =—Anar
g=y— D2Q;2§ﬁ =Cmx

X1 (0) = T10
(22)

with the performance

—+oo
J3(t, x1) = / (27 (Qu — Q12Q5y QTo)w1 + a7 a)dt
’ (23)
Lemma 5 Suppose thafA, B) is stabilizable andC, A)
is detectable. Then the Riccati equation

ATP+PA—-PBB"P+C"C=0

has a unique positive semi-definite solution. Moreover, the
solution is stabilizing (i.eA — BB™ P is stable).

Lemma 5 is corollary 13.8 in [5].

Theorem 4 Assume the systerk satisfies(A1l) (A2)
(A3) (A4). If there existsK, € K such that (10) and
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(19) hold, then there exists a suboptimal control-state pair Now we synthesize™* as the form of.* = le’{JrK’Qx;.
(u*,z*) € J such that Let Ky = K,, then Ay; + Bos Ko is nonsingular. From

- - - 9 (30)(31) we know that
g Prrio < J(u', 2", w) < 270 P10 + [Amaa @3] p

(24) Ky = Ky(Vi1 Aoy + VigL) — (Va1 A2y + Vao L)
for all w with || w ||z2< p, where P, is the unique positive _
semi-definite solution of the Riccati equation Then the closed-loop system Bf, is
APy + PLA— P B,BIP +C7C =0  (25) &1 = Ar1c®1 + Araews + Briw, 21(0) = 210
Y1e§ 0= Agicx1 + Azgewa + Brow
and P; is the unique positive semi-definite solution of the y = Ciexy + Cocro + Diw
Riccati equation
where

AT A DT -1

ATPy+ PoA— Py BBy Po + Q1 — Q12Q5 Q75 = 0 (26) Aj1e = Ayy + Boi Ky, Arae = Ajg + B Ko,
The suboptimal controk.* can be synthesized as state Agie = Az1 + Bap Ky, Agge = Agp + B Ko,
feedback. The state trajectory of the closed-loop system is Cre = C1 + DKy, Coe = Cy + Dy K.
uniquely determined by disturbance and initial state. Note that As. is nonsingular, so the state trajectory of

Proof. If w = 0, then we know that the systel can be s "is uniquely determined by disturbanee and initial

equivalently converted to the systery. From lemma 4 and condition z 1.

theorem 3, we know thdtd, B,) is stabilizable andA, C) The suboptimal control-state pair BF is
is detectable. Then from linear system theory and lemma 5

we know that the optimal value of the performance (23) is - N 0 x]
* - ;

J‘éopt = x{oplwlo |: u :| |: 0 Ir :| uw*
where P, is the unique positive semi-definite solution ofthe suboptimal control is
the Riccati equation (25). Note that (u,z) = J5(4, x1),

J;pt = 2]y Pir1o < J(u,,w) (27) where

From lemma 4 and theorem 2 we know that, B,) is K=[K K, |N'
stabilizable and 4, Q; — Q12Q5 'Q7,) is detectable. Then
from linear system theory and lemma 5 we know thatlote that
the optimal control of the linear system (18) with the J(u, z,w) = Ji(u, (21, 22), w) = J2 (4, 21, w)
performance (17) is < Jo(t, 1) = Js(ti, 1)

@* = —Bj Pyt (28)  Then we have
and the optimal value of (17) is J(u*, z* w) < J3(0F, 27) = 27y Pa1o + [Amaz Q3] p°

T (% %\ _ T 2 (32)
o(@ 1) = 2o Powio + Amaa@sl o™ (29 gor il with || w |2 < p. From (27)(32) we get (24).
where P, is the unique positive semi-definite solution of

the Riccati equation (26) andlf satisfies IV. AN EXAMPLE

. A~ A Consider the following descriptor system
I :(A—BQBQPQ)(Eh SCl(O) = T10 g P Y

Then the suboptimal control-state pair f is E [ ;1 } =A [ il } + Biw + Bau,
i I, 0 0 o} b) 2 . 2
vy | = | —Viidar Vi —ViiBio u* y=0C [ :c; } + Dyw + Dau
u* ~Vo1 491 Voo —Va1Bio w
I, 0 0 1, with the initial condition
= | —Vi1dar Viz —Vi1Bio —L |z} 1
—Va1401 Voo —‘/211312 0 B { x1(0) ] _ [ 0 ]
whereL = Q;'Q7, + Q, * B P,. Then we obtain z2(0) 0
xy = —(Vi1da + VioL)a] (30)  and the performance index
and J o T(t)y(t)dt
u* = —(Va1 A1 + Voo L)x] (31) (v, (@1,2),w) = /0 y (0y(®)
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where P 25\/2743 9—3\/5
{1 0 { 0} wgvﬁ —3+25
E= 01 0 ’ Then
| 0 0 0
-2 0 0 :{@ 1_\/5},]{1:{%\/5 \/5_1}
A= 0 -1 1 , s
(10l o R ot
| -1 -l [=8 vsea] ][]
By = 0 By = -1 ; .
-1 1 wherez] andz; satisfy
C_[_[O 1 [1] ’ 331[5\/2—5 _\/5}5517 11(0)[0]
0 1
Dy = 1 }715 = []_ wlle2< 3 and
| - > =] 359 15 |a
It is easy to prove thak satisfies(A1)(A2)(A3)(A4). Let 4
Ky =1, then Note that
1 -1 —1538 + 242+/46
A22 + B22K2 = 1, V= |: 1 0 :l xI(O)Plxl(O) = 295 \/7 =~ (0.4592
and (10)(19) hold. By calculation we know that and
- _ _ _ . 251/5 — 43
Ajp = [ 01 ] , Ba1 = [ _01 } ,Co = [ ; ] , 27 (0)Pox1(0) + [AmazQs] p* = g tlm26127
= 0 -2 2 So
Dz = { —1 } @u = { -2 2 } @12 = [ —1 } ’ 0.4592 < J(u*, (3, 23), w) < 2.6127
-2 .
Qus = { . } Q2o = 1,Qa3 = —1,Qu3 = 2, for all w with || w [|z2< 1.
8 —6
@ [ 6 6 } 1Q2=2.05 V. CONCLUSIONS
From the results in section Il we know that can be
transformed to the system This paper deals with singular linear quadratic (LQ)
1 0 0 suboptimal control problem with disturbance rejection
I = { . 3 ]xl +[ 5 }ﬂ, for descriptor systems. Under the conditions we give,
5 o 10 2 T2 a suboptimal control-state pair is found such that the
3y T2=[ - |1 +w 0 performance of the closed-loop system is within some
y = [ 0 1 ]xl + { ! }w+ { s ]u range; the suboptimal control is synthesized as state
-1 3 ! —2 feedback and the state trajectory of the closed-loop system
with is uniquely determined by disturbance and initial state.
1
1‘1(0) = |: 0 :|
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