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Abstract— This paper deals with singular linear quadratic
(LQ) suboptimal control problem with disturbance rejection
for descriptor systems. Under some conditions, a suboptimal
control-state pair can be found such that the performance of
the closed-loop system is within some range; the suboptimal
control can be synthesized as state feedback and the state
trajectory of the closed-loop system is uniquely determined
by disturbance and initial state.

Index Terms— Descriptor system; Singular linear quadratic
cost; Disturbance rejection; Suboptimal control; State feed-
back.

I. INTRODUCTION

Descriptor systems,which are also called singular sys-
tems,generalized systems or differential-algebraic systems,
are more general than normal state space systems. De-
scriptor systems have comprehensive practical background.
Great progress has been made in the theory and its appli-
cations since 1970s [1][3][4]. In this paper, we deals with
singular linear quadratic (LQ) suboptimal control problem
with disturbance rejection for descriptor systems. Using the
method in [2], we transform the singular linear quadratic
(LQ) suboptimal control problem with disturbance rejection
for descriptor systems equivalently to the nonsingular LQ
suboptimal control problem with disturbance rejection for
linear systems which can be solved by solving the non-
singular LQ optimal control problems for two other linear
systems. Under some conditions, a suboptimal control-
state pair can be found such that the performance of the
closed-loop system is within some range; the suboptimal
control can be synthesized as state feedback and the state
trajectory of the closed-loop system is uniquely determined
by disturbance and initial state.

This paper is organized as follows. Section II is a
statement and transformation of the problem. Section III
is the solution of the problem. Section IV is an example.
Section V is a brief conclusion.

Notation. Throughout the paper, the superscript “τ ”
stands for matrix transposition;̄C+ denotes the closed
right-half complex plane;Rn denotes then-dimensional
Euclidean space;Rn×m is the set ofn×m real matrices;In

is then×n identity matrix;A > 0 means thatA is positive
definite;A ≥ 0 means thatA is positive semi-definite.
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II. STATEMENT AND TRANSFORMATION OF
THE PROBLEM

Consider a descriptor system

Σ
{

Eẋ(t) = Ax(t) + B1w(t) + B2u(t), Ex(0) = x0

y(t) = Cx(t) + D1w(t) + D2u(t)
(1)

with a performance index

J(u, x, w) =
∫ +∞

0

yτ (t)y(t)dt (2)

whereE,A ∈ Rn×n, B1 ∈ Rn×l, B2 ∈ Rn×r, C ∈ Rm×n,
D1 ∈ Rm×l, D2 ∈ Rm×r; x, y, u, w are state, output, input
and unknown disturbance respectively;x0 is a given initial
condition. rankE = p, 0 < p < n, r + l ≤ m ≤ p,
‖ w ‖L2≤ ρ. ρ > 0 is given. HereL2 denotes the vector
space of measurable functions,w : R+ → Rl, such that

‖ w ‖L2=
(∫ +∞

0

wτ (t)w(t)dt

) 1
2

< ∞

Let the admissible control-state pair set be

J = {(u, x)|(u, x) satisfies (1) andu, x ∈ L2}
The aim of this paper is to find a suboptimal control-state
pair (u∗, x∗) ∈ J such thatJ(u∗, x∗, w) is within some
range for allw with ‖ w ‖L2≤ ρ.

We assume the following:

(A1) rank

[
0 E 0
E A B2

]
= n + p, i.e. the systemΣ is

impulse controllable;
(A2) rank

[
sE −A B2

]
= n, ∀s ∈ C̄+, i.e. the system

Σ is R−stabilizable;

(A3) rank




0 E 0
E A B2

0 C D2


 = n + p + r;

(A4) rank

[
sE −A B2 B1

C −D2 −D1

]
= n + r + l,

∀s ∈ C̄+.
Definition 1. If there is another descriptor system̂Σ:

Ê ˙̂x = Âx̂ + B̂1w + B̂2u, y = Ĉx̂ + D1w + D2u and two
nonsingular matricesM, N ∈ Rn×n such thatx = Nx̂,
MEN = Ê, MAN = Â, MB1 = B̂1, MB2 = B̂2 and
CN = Ĉ, then the systemsΣ and Σ̂ are called restricted
system equivalent (r.s.e.).

SincerankE = p, 0 < p < n, there exist nonsingular
matricesM, N ∈ Rn×n such that

MEN =
[

Ip 0
0 0

]
(3)



Accordingly, let

MAN =
[

A11 A12

A21 A22

]
,MB1 =

[
B11

B12

]
,

MB2 =
[

B21

B22

]
, CN =

[
C1 C2

]
, N−1x =

[
x1

x2

]

(4)
where

A11 ∈ Rp×p, B11 ∈ Rp×l, B21 ∈ Rp×r, C1 ∈ Rm×p,
x1 ∈ Rp, x2 ∈ Rn−p

From Ex(0) = x0 and (3)(4), we have

x1(0) =
[

Ip 0
]
Mx0

Denote
x10 =

[
Ip 0

]
Mx0

ThenΣ is r.s.e. to the system

Σ1





ẋ1 = A11x1 + A12x2 + B11w + B21u, x1(0) = x10

0 = A21x1 + A22x2 + B12w + B22u
y = C1x1 + C2x2 + D1w + D2u

(5)
with

J1(u, (x1, x2), w) =
∫ +∞

0

yτ (t)y(t)dt (6)

and

J1 = {(u, (x1, x2))|(u, (x1, x2)) satisfies (5) andu, x1,

x2 ∈ L2}
Denote byP the LQ suboptimal control problem with

disturbance rejection forΣ with J andJ , and byP1 the
problem forΣ1 with J1 andJ1. ThenP is equivalent to
P1.

Lemma 1. The systemΣ is impulse controllable, i.e.Σ
satisfies(A1), if and only if

rank
[

A22 B22

]
= n− p

From lemma 1 we know that
[

A22 B22

]
has full row

rank if Σ satisfies(A1). Then there existsK2 ∈ Rr×(n−p)

such thatA22 + B22K2 is nonsingular. Let

K = {K2|K2 ∈ Rr×(n−p), A22 + B22K2 is nonsingular}
and

V =
[

V11 V12

V21 V22

]
=

[
V −1

0 −V −1
0 B22

K2V
−1
0 Ir −K2V

−1
0 B22

]

(7)
whereV0 = A22 + B22K2. Note thatV defined in (7) is
nonsingular and it is easy to prove that

[
A22 B22

]
V =

[
In−p 0

]
(8)

Let [
A12 B21

]
V =

[
Ā12 B̄21

]
,

[
C2 D2

]
V =

[
C̄2 D̄2

]
, V −1

[
x2

u

]
=

[
x̄2

ū

]

where

Ā12 = A12V11 + B21V21, B̄21 = A12V12 + B21V22,
C̄2 = C2V11 + D2V21, D̄2 = C2V12 + D2V22,
x̄2 ∈ Rn−p, ū ∈ Rr

Then the systemΣ1 is converted to the system

Σ̃2





ẋ1 = Ã11x1 + B̃11w + B̄21ū, x1(0) = x10

x̄2 = −A21x1 −B12w

y = C̃1x1 + D̃1w + D̄2ū

(9)

where

Ã11 = A11 − Ā12A21, B̃11 = B11 − Ā12B12,

C̃1 = C1 − C̄2A21, D̃1 = D1 − C̄2B12.

Lemma 2. AssumeT1 ∈ Rn1×n1 is nonsingular.T2 ∈
Rn1×n2 , T3 ∈ Rn3×n1 , T4 ∈ Rn3×n2 . Then

T4 − T3T
−1
1 T2 = 0

if and only if

rank

[
T1 T2

T3 T4

]
= n1

Lemma 3. B11 − Ā12B12 = 0 if and only if

rank




A22 B22 B12

−K2 Ir 0
A12 B21 B11


 = n + r − p (10)

Proof: Note that
B11−Ā12B12 = B11−(A12+B21K2)(A22+B22K2)−1B12

Then from lemma 2 we know thatB11 − Ā12B12 = 0 if
and only if

rank

[
A22 + B22K2 B12

A12 + B21K2 B11

]
= n− p (11)

It is easy to prove (11) holds if and only if (10) holds.Proof
is over.

From lemma 3 we know that if there existsK2 ∈ K such
that (10) holds, theñΣ2 is the system

Σ2





ẋ1 = Ã11x1 + B̄21ū, x1(0) = x10

x̄2 = −A21x1 −B12w

y = C̃1x1 + D̃1w + D̄2ū

(12)

Note that


x1

x2

u


 =




Ip 0 0
−V11A21 V12 −V11B12

−V21A21 V22 −V21B12







x1

ū
w




(13)
then we have

J2(ū, x1, w) =
∫ +∞

0

yτ (t)y(t)dt

=
∫ +∞

0

[
xτ

1 ūτ wτ
]



Q11 Q12 Q13

Qτ
12 Q22 Q23

Qτ
13 Qτ

23 Q33







x1

ū
w


 dt

(14)



where

Q11 = (C1 − C̄2A21)τ (C1 − C̄2A21),
Q12 = (C1 − C̄2A21)τ D̄2

Q13 = (C1 − C̄2A21)τ (D1 − C̄2B12), Q22 = D̄τ
2 D̄2

Q23 = D̄τ
2 (D1 − C̄2B12),

Q33 = (D1 − C̄2B12)τ (D1 − C̄2B12)

The admissible control-state pair set ofΣ2 is

J2 = {(ū, x1)|(ū, x1) satisfies (12),̄u, x1 ∈ L2}
Denote byP2 the LQ suboptimal control problem with
disturbance rejection forΣ2 with J2 andJ2. ThenP1 is
equivalent toP2.

Now we give the sufficient and necessary conditions of
Q22 > 0.

Theorem 1. The following statements are equivalent:
(i) Q22 > 0

(ii) rank

[
A22 B22

C2 D2

]
= n− p + r

(iii) rank




0 E 0
E A B2

0 C D2


 = n + p + r

Proof:((i)↔(ii)).Note that

Q22 > 0 ←→ rank(C2V12 + D2V22) = r

Then we only need to prove

rank(C2V12 + D2V22) = r ←→ (ii)

(Sufficiency).We assumerank(C2V12 + D2V22) < r.
Then there existsα ∈ Rr and α 6= 0 such that[

C2 D2

] [
V12

V22

]
α = 0. Let

[
V12

V22

]
α = β. Then we

haveβ 6= 0 for

[
V12

V22

]
has full column rank andα 6= 0.

From (8), we have
[

A22 B22

] [
V12

V22

]
= 0. Then we

obtain
[

A22 B22

]
β = 0. So

[
A22 B22

C2 D2

]
β = 0.

This is contradictory to (ii) forβ 6= 0.
(Necessity).The proof of necessity is similar to that of
sufficiency.
It is easy to prove that (ii)↔(iii).Proof is over.

Now we will find a performancẽJ2(ū, x1) such that

J2(ū, x1, w) ≤ J̃2(ū, x1)

for all disturbancew with ‖ w ‖L2≤ ρ. Note that

[
xτ

1 ūτ wτ
]



Q11 Q12 Q13

Qτ
12 Q22 Q23

Qτ
13 Qτ

23 Q33







x1

ū
w




= xτ
1Q11x1 + ūτQτ

12x1 + xτ
1Q12ū + ūτQ22ū

+wτQ33w + 2(wτQτ
13x1 + wτQτ

23ū)

It is obvious that

(w −Qτ
13x1)τ (w −Qτ

13x1) ≥ 0

Then we have

wτw + xτ
1Q13Q

τ
13x1 ≥ 2wτQτ

13x1

Similarly, we have

wτw + ūτQ23Q
τ
23ū ≥ 2wτQτ

23ū

Then we obtain

[
xτ

1 ūτ wτ
]



Q11 Q12 Q13

Qτ
12 Q22 Q23

Qτ
13 Qτ

23 Q33







x1

ū
w




≤ xτ
1Q11x1 + ūτQτ

12x1 + xτ
1Q12ū + ūτQ22ū

+wτQ33w + xτ
1Q13Q

τ
13x1 + ūτQ23Q

τ
23ū + 2wτw

≤ [
xτ

1 ūτ
] [

Q1 Q12

Qτ
12 Q2

] [
x1

ū

]
+ [λmaxQ3]wτw

where

Q1 = Q11 + Q13Q
τ
13, Q2 = Q22 + Q23Q

τ
23,

Q3 = Q33 + 2I

andλmaxQ3 is the maximal eigenvalue ofQ3. So

J2(ū, x1, w) ≤ J̃2(ū, x1)

for all w with ‖ w ‖L2≤ ρ where

J̃2(ū, x1) =
∫ +∞
0

[
xτ

1 ūτ
] [

Q1 Q12

Qτ
12 Q2

] [
x1

ū

]
dt

+ [λmaxQ3] ρ2

Note thatQ33 ≥ 0, so Q3 > 0, thenλmaxQ3 > 0. From
theorem 1 we know thatQ22 > 0. So Q2 > 0.

By the transformation
[

x1

ū

]
=

[
Ip 0

−Q−1
2 Qτ

12 Q
− 1

2
2

] [
x1

û

]
(15)

Σ2 is transformed to the system

Σ3





ẋ1 = Âx1 + B̂2û, x1(0) = x10

x̄2 = −A21x1 −B12w

y = Ĉx1 + D̂1w + D̂2û

(16)

where

Â = A11 − Ā12A21 − B̄21Q
−1
2 Qτ

12, B̂2 = B̄21Q
− 1

2
2 ,

Ĉ = C1 − C̄2A21 − D̄2Q
−1
2 Qτ

12, D̂1 = D1 − C̄2B12,

D̂2 = D̄2Q
− 1

2
2

And J̃2(ū, x1) is equivalently transformed to

J̃3(û, x1) =
∫ +∞
0

(xτ
1(Q1 −Q12Q

−1
2 Qτ

12)x1 + ûτ û)dt
+ [λmaxQ3] ρ2

(17)
Without considering output, we regard̃J3(û, x1) as the
performance of the linear system

ẋ1 = Âx1 + B̂2û (18)

The admissible control-state pair set of the system (18) is

J3 = {(û, x1)|(û, x1) satisfies (18),̂u, x1 ∈ L2}



If we find an optimal control-state pair(û∗, x∗1) ∈ J3 such
that

J̃3(û∗, x∗1) = min
(û,x1)∈J3

J̃3(û, x1)

then we will find a suboptimal control-state pair(ū∗, x∗1) ∈
J2 such that

J2(ū∗, x∗1, w) ≤ J̃2(ū∗, x∗1) = J̃3(û∗, x∗1)

for all w with ‖ w ‖L2≤ ρ. Denote byP3 the LQ optimal
control problem for the system (18) with̃J3 andJ3. Then
we can solveP2 via solvingP3.

III. SOLUTION OF THE PROBLEM

First we prove that(Â, B̂2) is stabilizable,(Â,Q1 −
Q12Q

−1
2 Qτ

12) and (Â, Ĉ) are detectable.
Lemma 4. The systemΣ is R-stabilizable, i.e.Σ satisfies

(A2), if and only if (Â, B̂2) is stabilizable.
Theorem 2. Assume the systemΣ satisfies(A4). If there

existsK2 ∈ K such that

rank




A22 B22 A21

−K2 Ir 0
C2 D2 C1


 = n− p + m + r (19)

and (10) holds, then(Â,Q1 −Q12Q
−1
2 Qτ

12) is detectable.
Proof:DenoteV0 = A22 + B22K2,then

rank




A22 B22 A21

−K2 Ir 0
C2 D2 C1




= rank

[
V0 A21

C2 + D2K2 C1

]
+ r

= rank

[
V0 A21

0 C1 − (C2 + D2K2)V −1
0 A21

]
+ r

= rank
[
C1 − (C2 + D2K2)V −1

0 A21

]
+ n− p + r

= n− p + m + r
So

rank
[
C1 − (C2 + D2K2)V −1

0 A21

]
= m

Note that
C1 − C̄2A21 = C1 − (C2 + D2K2)V −1

0 A21

Then we haverank
[
C1 − C̄2A21

]
= m. From lemma 3

we know thatB11 − Ā12B12 = 0. Then

rank

[
sE −A B2 B1

C −D2 −D1

]

= rank




sIp −A11 −A12 B21 B11

−A21 −A22 B22 B12

C1 C2 −D2 −D1




= rank




sIp −A11 −Ā12 −B̄21 −B11

−A21 −In−p 0 −B12

C1 C̄2 D̄2 D1




= rank

[
sIp − (A11 − Ā12A21) −B̄21 0

C1 − C̄2A21 D̄2 D1 − C̄2B12

]

+n− p

= rank

[
sIp − (A11 − Ā12A21) −B̄21 0

Q11 Q12 Q13

]
+n− p

= rank

[
sIp − (A11 − Ā12A21) −B̄21 0

Q1 Q12 Q13

]
+n− p

= rank

[
sIp − Â −B̄21 0

Q1 −Q12Q
−1
2 Qτ

12 Q12 Q13

]
+ n− p

= n + r + l, ∀s ∈ C̄+

So rank

[
sIp − Â

Q1 −Q12Q
−1
2 Qτ

12

]
= p , ∀s ∈ C̄+.

Proof is over.
Theorem 3. If the systemΣ satisfies(A4), then (Â, Ĉ)

is detectable.
Proof:If Σ satisfies(A4), then we have

rank

[
sE −A B2

C −D2

]
= n + r, ∀s ∈ C̄+

Note that

rank

[
sE −A B2

C −D2

]

= rank




sIp −A11 −A12 B21

−A21 −A22 B22

C1 C2 −D2




= rank




sIp −A11 −Ā12 −B̄21

−A21 −In−p 0
C1 C̄2 D̄2




= rank

[
sIp − (A11 − Ā12A21) −B̄21

C1 − C̄2A21 D̄2

]
+ n− p

= rank

[
sIp − Â −B̄21

Ĉ D̄2

]
+ n− p = n + r,∀s ∈ C̄+

So rank

[
sIp − Â

Ĉ

]
= p, ∀s ∈ C̄+. Proof is over.

If there is no disturbance inΣ, thenΣ is the system

Σ′
{

Eẋ(t) = Ax(t) + B2u(t), Ex(0) = x0

y(t) = Cx(t) + D2u(t) (20)

with the performance

J ′(u, x) =
∫ +∞

0

yτ (t)y(t)dt (21)

It is easy to prove thatΣ′ can be equivalently converted to
the system

Σ′3





ẋ1 = Âx1 + B̂2û, x1(0) = x10

x̄2 = −A21x1

ŷ = y − D̄2Q
− 1

2
22 û = Ĉx1

(22)

with the performance

J ′3(û, x1) =
∫ +∞

0

(xτ
1(Q11 −Q12Q

−1
22 Qτ

12)x1 + ûτ û)dt

(23)
Lemma 5. Suppose that(A,B) is stabilizable and(C, A)

is detectable. Then the Riccati equation

AτP + PA− PBBτP + CτC = 0

has a unique positive semi-definite solution. Moreover, the
solution is stabilizing (i.e.A−BBτP is stable).

Lemma 5 is corollary 13.8 in [5].
Theorem 4. Assume the systemΣ satisfies(A1) (A2)

(A3) (A4). If there existsK2 ∈ K such that (10) and



(19) hold, then there exists a suboptimal control-state pair
(u∗, x∗) ∈ J such that

xτ
10P1x10 ≤ J(u∗, x∗, w) ≤ xτ

10P2x10 + [λmaxQ3] ρ2

(24)
for all w with ‖ w ‖L2≤ ρ, whereP1 is the unique positive
semi-definite solution of the Riccati equation

ÂτP1 + P1Â− P1B̂2B̂
τ
2 P1 + Ĉτ Ĉ = 0 (25)

andP2 is the unique positive semi-definite solution of the
Riccati equation

ÂτP2 +P2Â−P2B̂2B̂
τ
2 P2 +Q1−Q12Q

−1
2 Qτ

12 = 0 (26)

The suboptimal controlu∗ can be synthesized as state
feedback. The state trajectory of the closed-loop system is
uniquely determined by disturbance and initial state.
Proof: If w = 0, then we know that the systemΣ′ can be
equivalently converted to the systemΣ′3. From lemma 4 and
theorem 3, we know that(Â, B̂2) is stabilizable and(Â, Ĉ)
is detectable. Then from linear system theory and lemma 5
we know that the optimal value of the performance (23) is

J ′3opt = xτ
10P1x10

where P1 is the unique positive semi-definite solution of
the Riccati equation (25). Note thatJ ′(u, x) = J ′3(û, x1),
so

J ′opt = xτ
10P1x10 ≤ J(u, x, w) (27)

From lemma 4 and theorem 2 we know that(Â, B̂2) is
stabilizable and(Â,Q1−Q12Q

−1
2 Qτ

12) is detectable. Then
from linear system theory and lemma 5 we know that
the optimal control of the linear system (18) with the
performance (17) is

û∗ = −B̂τ
2 P2x

∗
1 (28)

and the optimal value of (17) is

J̃3(û∗, x∗1) = xτ
10P2x10 + [λmaxQ3] ρ2 (29)

where P2 is the unique positive semi-definite solution of
the Riccati equation (26) andx∗1 satisfies

ẋ1 = (Â− B̂2B̂
τ
2 P2)x1, x1(0) = x10

Then the suboptimal control-state pair ofΣ1 is


x∗1
x∗2
u∗


 =




Ip 0 0
−V11A21 V12 −V11B12

−V21A21 V22 −V21B12







x∗1
ū∗

w




=




Ip 0 0
−V11A21 V12 −V11B12

−V21A21 V22 −V21B12







Ip

−L
0


 x∗1

whereL = Q−1
2 Qτ

12 + Q
− 1

2
2 B̂τ

2 P2. Then we obtain

x∗2 = −(V11A21 + V12L)x∗1 (30)

and
u∗ = −(V21A21 + V22L)x∗1 (31)

Now we synthesizeu∗ as the form ofu∗ = K1x
∗
1+K̃2x

∗
2.

Let K̃2 = K2, then A22 + B22K̃2 is nonsingular. From
(30)(31) we know that

K1 = K2(V11A21 + V12L)− (V21A21 + V22L)

Then the closed-loop system ofΣ1 is

Σ1c





ẋ1 = A11cx1 + A12cx2 + B11w, x1(0) = x10

0 = A21cx1 + A22cx2 + B12w
y = C1cx1 + C2cx2 + D1w

where

A11c = A11 + B21K1, A12c = A12 + B21K2,
A21c = A21 + B22K1, A22c = A22 + B22K2,
C1c = C1 + D2K1, C2c = C2 + D2K2.

Note that A22c is nonsingular, so the state trajectory of
Σ1c is uniquely determined by disturbancew and initial
conditionx10.

The suboptimal control-state pair ofΣ is

[
x∗

u∗

]
=

[
N 0
0 Ir

] 


x∗1
x∗2
u∗




the suboptimal control is

u∗ = Kx∗

where
K =

[
K1 K2

]
N−1

Note that

J(u, x, w) = J1(u, (x1, x2), w) = J2(ū, x1, w)
≤ J̃2(ū, x1) = J̃3(û, x1)

Then we have

J(u∗, x∗, w) ≤ J̃3(û∗, x∗1) = xτ
10P2x10 + [λmaxQ3] ρ2

(32)
for all w with ‖ w ‖L2≤ ρ. From (27)(32) we get (24).

IV. AN EXAMPLE

Consider the following descriptor system

Σ





E

[
ẋ1

ẋ2

]
= A

[
x1

x2

]
+ B1w + B2u,

y = C

[
x1

x2

]
+ D1w + D2u

with the initial condition

E

[
x1(0)
x2(0)

]
=




[
1
0

]

0




and the performance index

J(u, (x1, x2), w) =
∫ +∞

0

yτ (t)y(t)dt



where

E =




[
1 0
0 1

] [
0
0

]

[
0 0

]
0


 ,

A =




[ −2 0
0 −1

] [
0
1

]

[
1 0

]
0


 ,

B1 =




[
1
0

]

−1


 , B2 =




[ −1
−1

]

1


 ,

C =
[ [

1 1
0 1

] [
0
1

] ]
,

D1 =
[

0
−1

]
, D2 =

[
1
1

]
, ‖ w ‖L2≤ 1

2

It is easy to prove thatΣ satisfies(A1)(A2)(A3)(A4). Let
K2 = 1, then

A22 + B22K2 = 1, V =
[

1 −1
1 0

]

and (10)(19) hold. By calculation we know that

Ā12 =
[ −1

0

]
, B̄21 =

[
0
−1

]
, C̄2 =

[
1
2

]
,

D̄2 =
[

0
−1

]
, Q11 =

[
4 −2
−2 2

]
, Q12 =

[
2
−1

]
,

Q13 =
[ −2

2

]
, Q22 = 1, Q23 = −1, Q33 = 2,

Q1 =
[

8 −6
−6 6

]
, Q2 = 2, Q3 = 4

From the results in section II we know thatΣ can be
transformed to the system

Σ3





ẋ1 =
[ −1 0

1 − 3
2

]
x1 +

[
0

−
√

2
2

]
û,

x̄2 =
[ −1 0

]
x1 + w

y =
[

0 1
−1 1

2

]
x1 +

[
1
1

]
w +

[
0

−
√

2
2

]
û

with

x1(0) =
[

1
0

]

and we have

J(u, (x1, x2), w) ≤ J̃3(û, x1)

for all w with ‖ w ‖L2≤ 1
2where

J̃3(û, x1) =
∫ +∞

0

(xτ
1

[
6 −5
−5 11

2

]
x1 + ûτ û)dt + 1

By solving the Riccati equations (25) and (26) we have

P1 =

[
−1538+242

√
46

225
74−11

√
46

15
74−11

√
46

15 −3 +
√

46
2

]
,

P2 =

[
25
√

5−43
8

9−5
√

5
2

9−5
√

5
2 −3 + 2

√
5

]

Then

L =
[

5
√

5−5
4 1−√5

]
, K1 =

[
5−5

√
5

4

√
5− 1

]

So

u∗ =
[ [

5−5
√

5
4

√
5− 1

]
1

] [
x∗1
x∗2

]

wherex∗1 andx∗2 satisfy

ẋ∗1 =
[ −1 0

5
√

5−5
4 −√5

]
x∗1, x∗1(0) =

[
1
0

]

and
x∗2 =

[
5
√

5−9
4 1−√5

]
x∗1

Note that

xτ
1(0)P1x1(0) =

−1538 + 242
√

46
225

≈ 0.4592

and

xτ
1(0)P2x1(0) + [λmaxQ3] ρ2 =

25
√

5− 43
8

+ 1 ≈ 2.6127

So
0.4592 ≤ J(u∗, (x∗1, x

∗
2), w) ≤ 2.6127

for all w with ‖ w ‖L2≤ 1
2 .

V. CONCLUSIONS

This paper deals with singular linear quadratic (LQ)
suboptimal control problem with disturbance rejection
for descriptor systems. Under the conditions we give,
a suboptimal control-state pair is found such that the
performance of the closed-loop system is within some
range; the suboptimal control is synthesized as state
feedback and the state trajectory of the closed-loop system
is uniquely determined by disturbance and initial state.
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