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Abstract

In this paper, we propose an adaptive control design
technique for feedforward systems based on our recent
results on dynamic high-gain scaling techniques for con-
troller design for strict-feedback-type systems. Both the
state-feedback and the output-feedback cases are con-
sidered. The system is allowed to contain uncertain
functions of all the states even in the output-feedback
case. Unknown parameters are allowed in the bounds
assumed on the uncertain functions appearing in the
dynamics. The designed controllers have a very sim-
ple structure being essentially a linear feedback with
state-dependent dynamic gains and do not involve any
saturations or recursive computations. The observer
in the output-feedback case is similar to a Luenberger
observer with dynamic observer gains. The Lyapunov
functions are quadratic in the states and the parameter
estimation errors (and the observer errors in the case of
output-feedback). The stability analysis is based on our
recent results on uniform solvability of coupled state-
dependent Lyapunov equations. The controller design
provides strong robustness properties both with respect
to uncertain parameters in the system model and ad-
ditive disturbances. This robustness is the key to the
output-feedback controller design.

I. Introduction

We consider the class of systems given by
ẋn = φ(n,n−1)(x)xn−1 + φn(θ(t), x1, . . . , xn−2, u)

ẋn−1 = φ(n−1,n−2)(x)xn−2 + φn−1(θ(t), x1, . . . , xn−3, u)

...
ẋ3 = φ(3,2)(x)x2 + φ3(θ(t), x1, u)

ẋ2 = φ(2,1)(x)x1 + φ2(θ(t), u)

ẋ1 = µ1(x)u (1)

where x = [x1, . . . , xn]T is the state and u the input.
µ1, φ(i,i−1), i = 2, . . . , n, and φi, i = 2, . . . , n, are con-
tinuous uncertain functions of their arguments. θ(t) is a
vector of unknown time-varying parameters. The form
commonly referred to as feedforward in the literature
is obtained from (1) by restricting φ(i,i−1)(x) to be a
function of only x1, . . . , xi−2 (in fact, most results on
feedforward systems assume that φ(i,i−1) are constants).

Available controller design techniques for feedforward
systems in the literature include saturation-based de-
signs [1, 2, 3, 4] and forwarding [5, 6]. Nested satu-
ration designs rely on the use of small inputs and re-
quire the φi functions to be quadratic or higher powers
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in their arguments. Since the saturation levels are re-
stricted to be sufficiently small, the scheme is sensitive
to additive disturbances. Forwarding is a recursive pas-
sivation scheme which proceeds by adding one integra-
tor at a time through the design of cross terms. How-
ever, forwarding is computationally complicated and the
cross terms often need to be approximated numerically.
Adaptive stabilization of feedforward systems was con-
sidered in [7]. A combination of forwarding and nested
saturation was proposed in [8] to obtain weaker growth
conditions. Scaling-based design with scaling governed
by switching logic was considered in [9] to yield adap-
tive state-feedback stabilization. However, due to lack
of robustness to additive disturbances in these designs,
they can not be extended to the output-feedback case.

Recently, in [10], we proposed a new control design
for feedforward systems using a dynamic high-gain scal-
ing technique. The design is inspired by recent de-
velopments on dynamic high-gain scaling based con-
trol for strict-feedback-type systems [11, 12]. A dy-
namic high-gain scaling with the high gain parameter
satisfying a scalar Riccati differential equation was pro-
posed in [11] in the context of observer design for strict-
feedback systems and was subsequently extended us-
ing duality considerations to design a dual high-gain
observer/controller for strict-feedback systems in [12].
These designs differed from classical high-gain designs
[13, 14] which provided only semiglobal results in that
the high-gain scaling parameter was allowed to be a dy-
namic signal. The dual high-gain design in [12] uti-
lized results on uniform solvability of coupled state-
dependent Lyapunov equations [15, 16]. The dynamic
high-gain scaling method essentially achieves an approx-
imation of the system as a chain of nonlinear integra-
tors. In [10], it was shown that the dynamic high-gain
scaling technique can be used to design global state-
feedback and output-feedback (with the output being ei-
ther [x1, xn]T or xn) controllers for feedforward systems
of the form (1) under certain assumptions on the rela-
tive magnitudes of φ(i,i−1), i = 2, . . . , n, and the growth
of the φi terms. Specifically, the φ(i,i−1) terms that are
closer to the input were required to be larger and the φi

terms were assumed to be bounded up to |φ(n,n−1)(x)|
and a polynomially-bounded function of x1 linearly in
the states and the input. This assumption on the φi

terms is, in a sense, complementary to the standard as-
sumption in nested saturation designs that φi should
involve only quadratic or higher powers. In this paper,
we extend the results in [10] to weaken the assumptions
needed on the uncertain functions φi. Firstly, the as-
sumed bounds on φi are allowed to contain unknown
parameters (with no available lower or upper bounds)
and adaptations are incorporated for the unknown pa-
rameters. Secondly, we show that if the dependence of



φi on u is bounded, the assumption in [10] that the func-
tion of x1 occuring in the bound on φi must be poly-
nomially bounded can be relaxed. The designed con-
trollers, both in the state-feedback and in the output-
feedback cases have a very simple structure being essen-
tially a linear feedback with state-dependent dynamic
gains and do not involve any saturations. The observer
in the output-feedback case is similar to a Luenberger
observer with dynamic observer gains. The Lyapunov
functions are quadratic in the states (and, in the case
of output-feedback, the observer errors). It is observed
that a greater generality and complexity of bounds on
φi does not increase the complexity of the control law,
the observer, and the Lyapunov function, but is instead
handled through the dynamics of the scaling parameter.

The control objective throughout this paper is to reg-
ulate the state x to the origin. This problem is addressed
under the assumption of full state feedback in Section II.
This assumption is relaxed in Section III where output
feedback (with x1 and xn being the outputs) is consid-
ered. A particular case in which only xn measurement is
necessary is also identified. In Section IV, the assump-
tion that the function of x1 appearing in the bound on
φi must be polynomially bounded is relaxed in the case
that φi depends on u in a bounded manner.

II. Dynamic State Feedback

A. Assumptions

Assumption A1: φi, i = 2, . . . , n, can be bounded as

|φi(θ, x1, . . . , xi−2, u)| ≤ θ|φ(n,n−1)(x)|γ1(x1)
[

i−2
∑

j=1

|xj |

+Γu(x)|u|
]

, i = 3, . . . , n (2)

|φ2(θ, u)| ≤ θ|φ(n,n−1)(x)|γ1(x1)Γu(x)|u| (3)

where θ is an unknown positive parameter and γ1 and
Γu are known continuous nonnegative functions. Fur-
thermore, nonnegative constants p1, p2, and α1 exist
such that γ1(x1) ≤ p1 + p2|x1|

α1 for all x1 ∈ R.

Assumption A2: Positive constants σ, σu, and ρi, i =
3, . . . , n, exist such that the functions φ(i,i−1)(x) and
µ1(x) satisfy for all x ∈ Rn

|φ(i,i−1)(x)| ≥ σ > 0 , i = 2, . . . , n

|φ(i,i−1)(x)| ≤ ρi|φ(i−1,i−2)(x)| , i = 3, . . . , n

|µ1(x)| ≥ σu > 0. (4)

Assumption A3: A continuous nonnegative function
Γo(x1) exists such that for all x ∈ Rn

|φ(2,1)(x)|Γu(x)

|µ1(x)|
≤ Γo(x1). (5)

Furthermore, nonnegative constants p3, p4, and α2 exist
such that Γo(x1) ≤ p3 + p4|x1|

α2 for all x1 ∈ R.

Remark 1: The functions φi, i = 2, . . . , n, can depend
on all the states x as long as the bounds in Assumption
A1 hold. The function arguments are written as in (1)
to emphasize the structure of the bounds.

Remark 2: Assumption A3 is satisfied in two impor-
tant special cases: (1) if Γu(x) and φ(2,1)(x) are bounded
by polynomial functions of x1; (2) if Γu(x) = 0, i.e., |φi|
are bounded by functions of x1, . . . , xi. In case (2), Γo

can be taken to be identically zero and it is shown in
Section IV that the polynomial boundedness assump-
tion on γ1 can be relaxed.

B. Controller Design
The control input is designed as

u =
φ(1,0)(x)ξ0

µ1(x)r1−b
(6)

where φ(1,0)(x) = ρ2φ(2,1)(x) with ρ2 being any positive
constant. ξ0 and r are new state variables with the
dynamics of ξ0 given by

ξ̇0 = v −
ṙ

r
ξ0. (7)

The dynamics of r will be designed later. v is a new
control input. b > 0 is a constant to be picked during
the stability analysis. Further, define

ξi =
xi

ri−1+b
, i = 1, . . . , n. (8)

The dynamics of ξi, i = 1, . . . , n, are1

ξ̇i =
1

ri−1+b
ẋi − (i − 1 + b)

ṙ

ri+b
xi

=
1

r
φ(i,i−1)ξi−1 +

1

ri−1+b
φi − (i − 1 + b)

ṙ

r
ξi (9)

where we have introduced the dummy variable φ1 ≡ 0.
The dynamics of ξ0 are given in (7). The dynamics of
ξ = [ξ0, . . . , ξn]T can be written in matrix form as

ξ̇ =
1

r
Aξ −

ṙ

r
Dξ + Bv + Φ (10)

A =













0 0 0 . . . . . . 0
φ(1,0) 0 0 . . . . . . 0

0 φ(2,1) 0 . . . . . . 0
0 0 φ(3,2) 0 . . . 0

0
. . .

0 . . . . . . 0 φ(n,n−1) 0













(11)

D = diag(1, b, 1 + b, . . . , n − 1 + b) (12)

B = [1, 0, . . . , 0]T (13)

Φ = [0, 0,
1

r1+b
φ2, . . . ,

1

rn−1+b
φn]T . (14)

The control input v is picked to be of the form

v =
1

r
[k0(x), k1(x), k2(x), . . . , kn(x)]ξ

= [
1

r
k0(x),

1

r1+b
k1(x),

1

r2+b
k2(x), . . . ,

1

rn+b
kn(x)]

[

ξ0
x

]

(15)

where k0, . . . , kn are continuous functions of the state
which will be picked to ensure uniform solvability of
a pair of coupled state-dependent Lyapunov equations.
Note that the control law (15) does not involve any sat-
uration and is computationally very simple being essen-
tially a linear feedback with state-dependent gains.

Using (15) in (10),

ξ̇ =
1

r
Acξ −

ṙ

r
Dξ + Φ (16)

Ac =













k0 k1 k2 . . . . . . kn

φ(1,0) 0 0 . . . . . . 0
0 φ(2,1) 0 . . . . . . 0
0 0 φ(3,2) 0 . . . 0

0
. . .

0 . . . . . . 0 φ(n,n−1) 0













. (17)

C. Stability Analysis
Theorem A1 in the Appendix implies that if Assump-

tion A2 is satisfied, a symmetric positive-definite matrix
P and functions k0(x), . . . , kn(x) can be found to satisfy

1For notational convenience, we drop the arguments of functions

whenever no confusion will result.



the coupled Lyapunov equations
PAc + AT

c P ≤ −ν1|φ(n,n−1)(x)|I

ν2I ≤ PD + DP ≤ ν2I (18)

with ν1, ν2, and ν2 being positive constants. Defining a
Lyapunov function

V = ξ
T
Pξ +

1

2
(θ̂ − θ)2 (19)

with θ̂ being a dynamic parameter estimate for θ, and
differentiating along the trajectories of (16),

V̇ =
1

r
ξ

T (PAc + A
T
c P )ξ −

ṙ

r
ξ

T (PD + DP )ξ + 2ξ
T
PΦ

+(θ̂ − θ)
˙̂
θ

≤ −
ν1

r
|φ(n,n−1)(x)||ξ|2 −

ṙ

r
ξ

T (PD + DP )ξ

+2λmax(P )|ξ||Φ| + (θ̂ − θ)
˙̂
θ (20)

where λmax(P ) denotes the maximum eigenvalue of P .
The dynamics of r are designed as

ṙ = |φ(n,n−1)(x)|
[

a1

r
γ2(x1, θ̂) − a2

]

(21)

where a1 and a2 are positive constants and γ2 is a pos-

itive function of x1 and θ̂ to be picked later. If γ2 is

picked such that γ2(x1, θ̂) ≥ a2

a1
for all x1, θ̂ ∈ R, then

the dynamics of r in (21) implies that ṙ|r=1 ≥ 0 so that
if r is initialized greater than 1, r(t) remains greater
than 1 for all time t.

Remark 3: The choice of the form of the dynamics of r
is a key step that differs from the case of strict-feedback
systems [11, 12] where the dynamics of r are of the form
of a scalar Riccati equation. The motivation for the form
(21) can be seen from the Lyapunov analysis below.

Using (21) in (20), we have

V̇ ≤ −
ν1

r
|φ(n,n−1)(x)||ξ|2 +

a2

r
ν2|φ(n,n−1)(x)||ξ|2

−
a1

r2
ν2|φ(n,n−1)(x)|γ2(x1, θ̂)|ξ|

2 + 2λmax(P )|ξ||Φ|

+(θ̂ − θ)
˙̂
θ. (22)

If r ≥ 1, a bound for φi, i = 3, . . . , n, can be obtained
using Assumption A1 as

|φi| ≤ θ|φ(n,n−1)(x)|γ1(x1)
[

r
b|ξ1|+r

1+b|ξ2|+. . .+r
i−3+b|ξi−2|

+Γu(x)
|φ(1,0)(x)||ξ0|

|µ1(x)|r1−b

]

≤ θ|φ(n,n−1)(x)|γ1(x1)[1 + ρ2Γo(x1)]n
1
2 |ξ|ri−3+b

. (23)

Also,
|φ2| ≤ θ|φ(n,n−1)(x)|ρ2γ1(x1)Γo(x1)|ξ0|r

−1+b
. (24)

Hence,

|Φ| =

√

√

√

√

n
∑

i=2

(

φi

ri−1+b

)2

≤
θ

r2
|φ(n,n−1)(x)|γ(x1)n|ξ| (25)

where γ(x1) = γ1(x1)[1 + ρ2Γo(x1)]. a1, a2, and γ2 are
chosen to satisfy

a1 ≥
2λmax(P )n

ν2

(26)

a2 ≤
ν1

2ν2
(27)

γ2(x1, θ̂) = θ̂ max
(

a2

a1
, γ(x1)

)

. (28)

The dynamics of θ̂ are chosen as
˙̂
θ =

2

r2
nλmax(P )|φ(n,n−1)(x)|γ(x1)|ξ|

2
. (29)

θ̂ is initialized to be greater than 1. Then, θ̂ governed
by (29) remains greater than 1. Substituting (26)-(28)
in (22) yields

V̇ ≤ −
σν1

2r
|ξ|2. (30)

Note that γ2(x1, θ̂) as defined in (28) is bounded below
by a2

a1
implying that r(t) ≥ 1 for all time by initializing

r greater than 1. By (30), ξ and θ̂ are bounded on the
maximal interval of existence of solutions. To ensure
boundedness of r, we pick the design freedom b so that

0 ≤ b <
1

α
; α = α1 + α2. (31)

Since
γ(x1)≤{p1+p2|x1|

α1}{1+ρ2[p3+p4|x1|
α2 ]} ≤ p1+p2|x1|

α(32)

with p1 and p2 being positive constants, we have

γ2(x1, θ̂)= θ̂ max
(

a2

a1
,γ(rb

ξ1)
)

≤ θ̂ max
(

a2

a1
, p1+p2r

bα|ξ1|
α
)

=⇒
a1

r
γ2(x1, θ̂) ≤ θ̂ max

(

a2

r
,
a1p1

r
+a1p2r

bα−1|ξ1|
α
)

. (33)

Hence, ṙ is negative for large enough r for any fixed ξ1

and θ̂ since bα − 1 < 0 by (31). Thus, boundedness of

r follows from boundedness of ξ1 and θ̂. The bound-
edness of xi, i = 1, . . . , n, follows from boundedness of
ξi = xi

ri−1+b and r. Since r is bounded below by 1, the
control input u is also bounded. Thus, all closed-loop
signals remain bounded. Furthermore, from (30), ξ(t)
and hence x(t) and u(t) go to zero as t → ∞.

III. Dynamic Output Feedback

In this section, we consider the output-feedback prob-
lem for system (1). The outputs of the system are taken
to be x1 and xn, i.e., output vector y = [x1, xn]T . A
particular case in which only xn measurement is needed
is indicated in Remark 4. For the output-feedback de-
sign, we need to introduce Assumption A4 given below
and also need to strengthen Assumption A1 as shown
in Assumption A1’. The output-feedback design in this
section is based on Assumptions A1’, A2, A3, and A4.

Assumption A4: The functions φ(i,i−1)(x), i =
2, . . . , n, and µ1(x) depend only on x1 and xn, i.e., with
a slight abuse of notation
φ(i,i−1)(x) ≡ φ(i,i−1)(y) , µ1(x) ≡ µ1(y). (34)

Furthermore, φ(i,i−1)(y) satisfy for all x ∈ Rn

|φ(i,i−1)(y)| ≥ ρ̃i|φ(i−1,i−2)(y)| , i = 3, . . . , n (35)

with ρ̃i, i = 3, . . . , n, being positive constants.

Assumption A1’: φi, i = 2, . . . , n, can be bounded as

|φi(θ, x1, . . . , xi−2, u)| ≤ |φ(n,n−1)(y)|γ1(x1)
[

θ|x1|

+

i−2
∑

j=2

|xj | + θΓu(x)|u|
]

, i = 3, . . . , n (36)

|φ2(θ, u)| ≤ θ|φ(n,n−1)(y)|γ1(x1)Γu(x)|u| (37)

where θ is an unknown positive parameter and γ1 and
Γu are known continuous nonnegative functions. Fur-



thermore, a number p1 > 0 exists such that γ1(rx1) ≤
rp1γ1(x1) for all r ≥ 1 and all x1 ∈ R.

A. Observer Design
A full-order observer to estimate the unmeasured

states x2, . . . , xn−1 is designed as
˙̂xi = φ(i,i−1)(y)x̂i−1 + r

i−n−1
gi(y)(x̂n − xn), 2 ≤ i ≤ n

˙̂x1 = µ1(x1, xn)u + r
−n

g1(y)(x̂n − xn) (38)

where g1(y), . . . , gn(y) are functions of x1 and xn to be
designed later and r is a new state variable satisfying
the dynamics given by (21). The observer errors are
defined as
ei = x̂i − xi , i = 1, . . . , n (39)

and the scaled observer errors are defined as

εi =
1

ri−1+b
ei (40)

where b > 0 is a design parameter. The dynamics of the
scaled observer errors are given by, i = 1, . . . , n,

ε̇i =
1

r
φ(i,i−1)εi−1−

1

ri−1+b
φi+

1

r
giεn−(i−1+b)

ṙ

r
εi (41)

where φ1 ≡ 0 and ε0 ≡ 0 are dummy variables. Defining
ε = [ε1, . . . , εn]T , the dynamics (41) can be written in
matrix form as

ε̇ =
1

r
Aoε −

ṙ

r
Doε + Φ (42)

where

Ao =













0 0 0 . . . . . . g1
φ(2,1) 0 0 . . . . . . g2

0 φ(3,2) 0 . . . . . . g3

0 0 φ(4,3) 0 . . . g4

0
. . .

0 . . . . . . 0 φ(n,n−1) gn













(43)

Do = diag(b, 1 + b, . . . , n − 1 + b) (44)

Φ = [0,−
1

r1+b
φ2, . . . ,−

1

rn−1+b
φn]T . (45)

B. Controller Design
The control input is designed as

u =
φ(1,0)(y)ξ0

µ1(y)r1−b
(46)

where φ(1,0)(y) = ρ2φ(2,1)(y) with ρ2 being a positive
constant and ξ0 is a new state variable with the dynam-
ics

ξ̇0 = v −
ṙ

r
ξ0. (47)

v is a new control input. Defining

ξi =
x̂i

ri−1+b
, i = 1, . . . , n, (48)

the dynamics of ξi, i = 1, . . . , n, are given by

ξ̇i =
1

ri−1+b
˙̂xi − (i − 1 + b)

ṙ

ri+b
x̂i

=
1

r
φ(i,i−1)ξi−1 − (i − 1 + b)

ṙ

r
ξi +

1

r
giεn. (49)

The dynamics of ξ0 are given in (47). The control input
v is picked to be

v =
1

r
[k0(y), k1(y), k2(y), . . . , kn(y)]ξ (50)

where ξ = [ξ0, . . . , ξn]T . k0(y), . . . , kn(y) are continu-
ous functions of x1 and xn. The dynamics of ξ can be

written in matrix form as

ξ̇ =
1

r
Acξ −

ṙ

r
Dcξ +

1

r
gεn (51)

where Ac is given in (17) and
Dc = diag(1, b, 1 + b, . . . , n − 1 + b)

g = [0, g1, . . . , gn]T . (52)

C. Stability Analysis
Using Theorem A1 in the Appendix, Assumptions

A2 and A4 imply the existence of functions g1, . . . , gn,
k0, . . . , kn, and symmetric positive-definite matrices Po

and Pc such that the Lyapunov inequalities
PoAo + AT

o Po ≤ −ν1o|φ(n,n−1)|I

ν2oI ≤ PoDo + DoPo ≤ ν2oI

PcAc + AT
c Pc ≤ −ν1c|φ(n,n−1)|I

ν2cI ≤ PcDc + DcPc ≤ ν2cI (53)

are satisfied with ν1o, ν2o, ν2o, ν1c, ν2c, and ν2c being
positive constants. Moreover, using Theorem A1 in the
Appendix, the functions g1, . . . , gn are linear constant-
coefficient combinations of φ(i,i−1), i = 2, . . . , n. Using
Assumption A4, a positive constant g exists such that

|g| =
√

g2
1(y) + g2

2(y) + . . . + g2
n(y) ≤ g|φ(n,n−1)(y)|. (54)

Consider an observer Lyapunov function Vo and a con-
troller Lyapunov function Vc given by
Vo = ε

T
Poε , Vc = ξ

T
Pcξ. (55)

The derivatives of these Lyapunov functions can be
bounded as

V̇o ≤ |φ(n,n−1)|
{

−
ν1o

r
|ε|2 +

a2

r
ν2o|ε|

2 −
a1

r2
ν2oγ2|ε|

2
}

+2λmax(Po)|ε||Φ| (56)

V̇c ≤ |φ(n,n−1)|
{

−
ν1c

r
|ξ|2 +

a2

r
ν2c|ξ|

2 −
a1

r2
ν2cγ2|ξ|

2

+
2

r
λmax(Pc)g|ξ||ε|

}

. (57)

φi, i = 3, . . . , n, can be bounded as
|φi| ≤ |φ(n,n−1)(y)|γ1(x1)[1+ρ2Γo(x1)]{θ[|ξ0|+|ξ1|+|ε1|]

+n
1
2 [|ξ| + |ε|]}ri−3+b

. (58)

Also,
|φ2| ≤ θ|φ(n,n−1)(y)|ρ2γ1(x1)Γo(x1)|ξ0|r

−1+b
. (59)

Hence,

|Φ| ≤
1

r2
|φ(n,n−1)(y)|γ(x1){n

1
2 θ[|ξ0| + |ξ1| + |ε1|]

+n[|ξ| + |ε|]} (60)

where γ(x1) = γ1(x1)[1 + ρ2Γo(x1)]. Using (60) in (56),

V̇o ≤ |φ(n,n−1)|
{

−
ν1o

r
|ε|2 +

a2

r
ν2o|ε|

2 −
a1

r2
ν2oγ2|ε|

2

+
4

r2
λmax(Po)γ(x1)n[|ε|2 + |ξ|2]

+
3θ

2

r2
λmax(Po)γ(x1)[ξ

2
0 + ξ

2
1 + ε

2
1]

}

. (61)

A composite Lyapunov function is defined as

V = cVo + Vc +
1

2
(θ̂ − θ

2
)2 (62)

where c is a positive constant such that

c ≥
8

ν1oν1c

λ
2
max(Pc)g

2 (63)



and θ̂ is a dynamic parameter estimate with dynamics
˙̂
θ =

3c

r2
|φ(n,n−1)(y)|λmax(Po)γ(x1)[ξ

2
0 + ξ

2
1 + ε

2
1]. (64)

θ̂ is initialized to be greater than 1. By (64), θ̂ is mono-

tonically increasing and hence, θ̂ remains greater than
1. Using (57) and (61),

V̇ ≤ |φ(n,n−1)|
{

−
cν1o

2r
|ε|2−

ν1c

2r
|ξ|2+

ca2

r
ν2o|ε|

2+
a2

r
ν2c|ξ|

2

−
ca1

r2
ν2oγ2|ε|

2−
a1

r2
ν2cγ2|ξ|

2+
4c

r2
λmax(Po)γ(x1)n[|ε|2+|ξ|2]

+
3cθ̂

r2
λmax(Po)γ(x1)[|ε|

2 + |ξ|2]
}

. (65)

Picking a1, a2, and γ2 to satisfy

a1 ≥
(4n + 3)cλmax(Po)

min(cν2o, ν2c)
(66)

a2 ≤ min

(

ν1o

2ν2o

−
a∗
2

cν2o

,
ν1c

2ν2c

−
a∗
2

ν2c

)

(67)

γ2(x1) = θ̂ max(
a2

a1
, γ(x1)) (68)

where a∗
2 is a positive constant such that

a
∗
2 < min(

cν1o

2
,
ν1c

2
), (69)

(65) reduces to

V̇ ≤ −
a∗
2σ

r
[|ε|2 + |ξ|2]. (70)

As in Section II, it is inferred from the dynamics of r
that if r(0) > 1, then r(t) remains greater than 1 for
all time t. From (70), it is seen that V and hence ε,

ξ, and θ̂ are bounded. Also, boundedness of r can be

inferred from boundedness of θ̂ and |x1|
rb ≤ |ξ1| + |ε1| by

choosing b to satisfy (31). Boundedness of x̂i = ri−1+bξi

and ei = ri−1+bεi, i = 1, . . . , n, follows. This implies
boundedness of xi, i = 1, . . . , n. Boundedness of u is
inferred from boundedness of ξ, x1, and xn and lower
boundedness of r by 1. Thus, all closed-loop signals
remain bounded. Furthermore, from (70), ξ(t) and ε(t),
and hence x(t) and e(t) go to zero as t → ∞.

Remark 4: From the stability analysis in Section IIIC,
it is seen that only xn measurement is required (mea-
surement of x1 not necessary) in the special case in
which φ(i,i−1), i = 2, . . . , n, and µ1 depend only on xn,

γ1 and Γo are bounded functions, and θ is known. In

this case, it is not necessary to build the estimator θ̂

and the term θ̂ in (68) can be replaced by θ
2
.

IV. Relaxation of Polynomial Bound
Assumption on γ1 if Γu ≡ 0

The designs in Sections II and III utilized a poly-
nomial bound assumption on the functions γ1 and Γo

that occur in the bounds in Assumptions A1, A1’,
and A3. This assumption can be relaxed if the un-
certain functions φi vanish at the equilibrium point
xi = 0, i = 1, . . . , n, and the dependence of φi on the
control input u is uniformly bounded in the sense that
the function Γu in Assumption A1 (A1’ in the output-
feedback case) can be taken to be zero, i.e., it should
be possible to bound any dependence on u through the
constant θ. This includes, for instance, the case when
u appears as the argument of a bounded function, e.g.,
φi = sin(u)xi. The design under the assumption Γu ≡ 0
(which implies that Γo can be taken to be zero) is pre-
sented in this section for the output-feedback problem.

A similar design can be carried out in the state-feedback
case.

A full-order observer is designed to estimate the un-
measured states x2, . . . , xn−1 as
˙̂xi = φ(i,i−1)(y)x̂i−1 + r

i−n−1
gi(y)(x̂n − xn), 2 ≤ i ≤ n

˙̂x1 = µ1(y)u + r
−n

g1(y)(x̂n − xn) −
ṙ

r
(x̂1 − x1). (71)

The observer errors are ei = x̂i − xi, i = 1, . . . , n, and
the scaled observer errors are defined as εi = 1

ri−1 ei.

The dynamics of ε = [ε1, . . . , εn]T are as in (42) with
Do = diag(1, 1, 2, . . . , n − 1) (72)

Φ = [0,−
φ2

r
, . . . ,−

φn

rn−1
]T (73)

and Ao is defined in (43). The scaled observer estimates
are defined as ξi = 1

ri−1 x̂i, i = 1, . . . , n. The control
input is designed as

u =
1

µ1(y)

{

1

r
[k1(y), k2(y), . . . , kn(y)]ξ −

ṙ

r
x1

}

(74)

where ξ = [ξ1, . . . , ξn]T . Note that in this case, unlike
the design in Sections II and III, we do not need the dy-
namic extension ξ0. Instead, the control input includes
the term 1

µ1

ṙ
r
x1. The assumption Γu ≡ 0 is crucial for

the introduction of this term which eliminates the need
for a scaling in the definition of ξ1 = x̂1. The removal
of the scaling in the definition of ξ1 is instrumental in
the relaxation of the polynomial bound assumption on
γ1. The dynamics of ξ are as given in (51) with

Ac =













k1 k2 k3 . . . . . . kn

φ(2,1) 0 0 . . . . . . 0
0 φ(3,2) 0 . . . . . . 0
0 0 φ(4,3) 0 . . . 0

0
. . .

0 . . . . . . 0 φ(n,n−1) 0













(75)

Dc = diag(1, 1, 2, . . . , n − 1) , g = [g1, . . . , gn]T . (76)

The dynamics of r are as given in (21).

By an application of Theorem A1, functions
g1, . . . , gn, k1, . . . , kn, positive-definite matrices Po and
Pc, and positive constants ν1o, ν2o, ν2o, ν1c, ν2c, and
ν2c are found to satisfy the Lyapunov inequalities (53).
Furthermore, a positive constant g exists to satisfy (54).
As in Section III, stability can be demonstrated via the
Lyapunov function

V = cε
T
Poε + ξ

T
Pcξ +

1

2
(θ̂ − θ

2
)2 (77)

where c is a positive constant satisfying (63). The dy-

namics of θ̂ are designed as
˙̂
θ =

2c

r2
|φ(n,n−1)(y)|λmax(Po)γ(x1)[ξ

2
1 + ε

2
1]. (78)

a1, a2, and γ2 are picked to satisfy (66), (67), and (68).
The derivative of the Lyapunov function (77) satisfies

(70). This implies that ξ, ε, and θ̂ are bounded. Hence,
ξ1 = x̂1 and ε1 = e1 = x̂1 − x1 are bounded implying
that x1 is bounded. The boundedness of r follows from
boundedness of x1 and θ̂. Hence, all closed-loop signals
are bounded. Furthermore, from (70), ξ(t) and ε(t), and
hence x(t) and e(t), go to zero as t → ∞.

V. Appendix

Theorem A1: Let A(x) be an m × m matrix function
of x ∈ Rn with given functions φ(i,i−1)(x) on the lower



diagonal, design freedoms gi(x) on the last column, and
zeros everywhere else, i.e.,
A(i,m)(x) = gi(x) , i = 1, . . . , m

A(i,i−1)(x) = φ(i,i−1)(x) , i = 2, . . . , m. (79)

Let positive constants σ and ρi exist such that
|φ(i,i−1)(x)| ≥ σ , i = 2, . . . , m (80)

|φ(i,i−1)(x)| ≤ ρi|φ(i+1,i)(x)| , i = 2, . . . , m − 1. (81)

Let D(x) be an m × m diagonal matrix function of x
with diagonal elements D1(x), . . . , Dm(x). Let positive
constants ρD and ρ

D
exist such that

ρD ≥ Di(x) ≥ ρ
D

, i = 1, . . . , m (82)

for all x ∈ Rn. Then, functions g1(x), . . . , gm(x) with
each gi being a linear constant-coefficient combination of
φ(2,1), . . . , φ(m,m−1), a symmetric positive-definite m ×
m matrix P , and positive constants ν1, ν2, and ν2 exist
such that for all x ∈ Rn,

PA(x) + A
T (x)P ≤ −ν1|φ(2,1)(x)|I (83)

ν2I ≤ PD(x) + D(x)P ≤ ν2I. (84)

Remark 5: Theorem A1 was proved in [15] utilizing
techniques from [17]. The proof is omitted here for
brevity. More general results on uniform solvability of
coupled Lyapunov equations can be found in [16].

Remark 6: The case of A having, as elements, given
functions φ(i,i−1) on the lower diagonal and design free-
doms ki on the first row is a dual of the case considered
in Theorem A1 where the condition (81) for solvabil-
ity of the coupled Lyapunov equations is replaced by
existence of positive constants ρi such that
|φ(i,i−1)(x)| ≥ ρi|φ(i+1,i)(x)| , i = 2, . . . , m − 1. (85)

VI. Conclusion

In this paper, we proposed robust adaptive state-
feedback and output-feedback controller design tech-
niques for feedforward systems based on dynamic high-
gain scaling. The designed controllers have a very simple
structure being essentially a linear feedback with state-
dependent dynamic gains and do not involve any satu-
rations or recursive computations. The observer in the
output-feedback case is similar to a Luenberger observer
with dynamic observer gains. The Lyapunov functions
are quadratic in states (and observer errors in the case
of output-feedback) and the parameter estimation error.
The controller design provides robustness both with re-
spect to uncertain parameters in the system model and
with respect to additive disturbances. This robustness
is the key to the output-feedback controller design. The
controller and observer designs are strongly parallel to
our recent designs in the case of strict-feedback systems.
This suggests that the proposed technique could allow
further extensions for feedforward systems along vari-
ous lines that have been hitherto investigated only for
feedback systems. It is also interesting to note that as
in the case of feedback systems [12], a greater gener-
ality and complexity of bounds on uncertain functions
φi does not increase the complexity of control law, ob-
server, and Lyapunov function, but is instead handled
through the dynamics of the scaling parameter.
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“Global adaptive stabilization of cascade nonlinear sys-
tems,” Automatica, vol. 33, pp. 263–268, 1997.

[8] W. Lin and C. Qian, “New results on global stabi-
lization of feedforward systems via small feedback,”
in Proc. of the IEEE Conf. on Decision and Control,
(Tampa, FL), pp. 873–878, Dec. 1998.

[9] Y. Xudong, “Logic-based switching adaptive stabiliza-
tion of feedforward nonlinear systems,” IEEE Trans. on
Automatic Control, vol. 44, pp. 2174–2178, Nov. 1999.

[10] P. Krishnamurthy and F. Khorrami, “Global robust
control of feedforward systems: state-feedback and
output-feedback,” in Proc. of the IEEE Conf. on De-
cision and Control, (Maui, HI), pp. 6145–6150, Dec.
2003.

[11] L. Praly, “Asymptotic stabilization via output feedback
for lower triangular systems with output dependent in-
cremental rate,” in Proc. of the IEEE Conf. on Decision
and Control, (Orlando, FL), pp. 3808–3813, Dec. 2001.

[12] P. Krishnamurthy and F. Khorrami, “Generalized adap-
tive output-feedback form with unknown parameters
multiplying high output relative-degree states,” in Proc.
of the IEEE Conf. on Decision and Control, (Las Vegas,
NV), pp. 1503–1508, Dec. 2002.

[13] A. R. Teel and L. Praly, “Global stabilizability and
observability imply semi-global stabilizability by out-
put feedback,” Systems and Control Letters, vol. 22,
pp. 313–325, May 1994.

[14] H. K. Khalil, “Adaptive output feedback control of non-
linear systems represented by input-output models,”
IEEE Trans. on Automatic Control, vol. 41, pp. 177–
188, 1996.

[15] P. Krishnamurthy, F. Khorrami, and R. S. Chan-
dra, “Global high-gain-based observer and backstep-
ping controller for generalized output-feedback canoni-
cal form,” IEEE Trans. on Automatic Control, vol. 48,
pp. 2277–2284, Dec. 2003.

[16] P. Krishnamurthy and F. Khorrami, “On uniform solv-
ability of parameter-dependent Lyapunov equations
and applications to various problems,” in Proc. of the
American Control Conf., (Boston, MA), July 2004.

[17] P. Krishnamurthy, F. Khorrami, and Z. P. Jiang,
“Global output feedback tracking for nonlinear systems
in generalized output-feedback canonical form,” IEEE
Trans. on Automatic Control, vol. 47, pp. 814–819, May
2002.

[18] P. Krishnamurthy and F. Khorrami, “Robust adap-
tive control for non-linear systems in generalized
output-feedback canonical form,” International Jour-
nal of Adaptive Control and Signal Processing, vol. 17,
pp. 285–311, May 2003.


	MAIN MENU
	Front Matter
	Technical Program
	Author Index

	Search CD-ROM
	Search Results
	Print
	View Full Page
	Zoom In
	Zoom Out
	Go To Previous Document
	CD-ROM Help

	Header: Proceeding of the 2004 American Control Conference
Boston, Massachusetts June 30 - July 2, 2004
	Footer: 0-7803-8335-4/04/$17.00 ©2004 AACC
	Session: FrA13.5
	Page0: 4354
	Page1: 4355
	Page2: 4356
	Page3: 4357
	Page4: 4358
	Page5: 4359


