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Abstract − In this paper, the international data encryption 
algorithm is applied to design the symmetric cryptosystem 
based on chaotic signals. Ciphertext are masked by means of 
the tent map. Plaintext could be recovered to the original 
signals through chaos synchronization. Since the H∞ 
controller is robust, it can restrain effects of different initial 
values and variant system parameters between the 
transmitter and the receiver. To synchronize the tent map 
between the transmitter and the receiver, the controller is 
designed using H∞ methodology. At last, the tent map 
cryptosystem are structured by combining the international 
data encryption algorithm and chaos synchronization and 
applied to the encryption of voice and picture. Computer 
simulations demonstrate that the cryptosystem based on 
cryptography and chaotic masking could promote the 
performance of information security. 
 

I. INTRODUCTION 
For recent years, great attention has been devoted to the 

problem of synchronization of chaotic systems and its 
application to secure communication. Secure 
communication has been an important issue since the 
Internet and mobile phone are worldwide. The demands for 
privacy and security in wireless communication have led to 
the need for developing robust encryption schemes.  

Chaotic systems are situated between deterministic 
systems and stochastic systems. The chaotic phenomena 
could be presented in many physical systems, such as 
hydrodynamics, laser optics, electric circuit and medicine. 
The characteristics of chaotic systems include broad-
banded spectrum and unlimited period. By the way, it is 
difficult to predict the future response of chaotic systems 
due to the property of the sensitivity to initial conditions 
[1]. Therefore, chaotic signals are suitable to enhance the 
level of security through masking messages that are coded 
with classical encryption. 

Increasing efforts have been made to study the chaos-
based secure communication systems. Various methods 
have been proposed to make sure the data security using 
chaotic signals, for instance, chaotic switching [2], chaotic 
modulation [3] and chaotic masking [4]. Pecora and Carrol 
launched the concept of chaotic synchronization based on 
Lyapunov exponents [5]. To decrypt the masked signals, 
two chaotic systems have to be synchronized between the 
transmitter and the receiver. In [6], a nonlinear observer is 
utilized to estimate the states of the transmitter. 

In this paper, the H∞ methodology is employed to the 
problem of synchronization by dynamic compensation the 

receiver. The H∞-optimization theory [7] has enlarged the 
repertoire of the tools available to design robust control. 
The synchronization schemes could be treated as the 
“model matching” problem between the transmitter and the 
receiver. The “model matching” problem is converted to 
the “standard 2-port H∞” problem. We have proposed the 
best possible matching in the sense of the H∞ norm of the 
closed loop transfer matrix from exogenous input to 
regulated output. The exogenous input comprises the 
nonlinear terms of chaotic dynamics and channel noise. 
The regulated output involves the synchronization error. 

It has been shown that neither the chaotic switching 
method nor the chaotic masking method is secure [8]. An 
intruder can retrieve the encoded message from the 
transmitted chaotic signal by means of many different 
filtering technologies. The chaotic modulation method has 
a low level of security because the sensitivity of the secure 
communication systems is not satisfactory to the modelling 
error of the transmitter. To overcome the drawbacks, the 
conventional cryptography has been introduced to the 
chaos-based secure communication systems. In [9], the 
encrypter consists of a chaotic system and an encryption 
function; the plain signal is encrypted first using the n-shift 
cipher.  

In this context, the International Data Encryption 
Algorithm (IDEA) is used as the encryption function to 
code the plaintext. The block cipher IDEA was presented 
by Lai and Massey in 1990 [10]. In this cipher, the 
plaintext and the ciphertext are processed in blocks of 64 
bit, while the key length is 128 bit. The cipher relies on 
combining operations from three algebraic groups. The 
IDEA block cipher is one of the most important algorithms 
for network security, which offers the required confusion 
and diffusion [11]. Thus the chaotic cryptography systems 
has been designed by means of combining the IDEA cipher 
with H∞ chaotic synchronization to promote the degree of 
security in this paper. First, the plaintext is encrypted by 
IDEA cipher. Second, the ciphertext is masked with a 
chaotic signal generated from the tent map. After the mixed 
signal transmitted through the public channel, the H∞-
optimization controller is utilized to solve the chaotic 
synchronization problem in the receiver. Last, the plaintext 
is recovered through the IDEA decipher.  

The organization of this paper is as follows. Section 2 
discusses the characteristic of IDEA and tent map. A 
cryptosystem based on chaos is proposed. Section 3 
presents the computer simulations for the picture message 



and the voice signal. The effectiveness of the design is 
revealed. Section 5 gives the conclusions. 

 
II. CRYPTOSYSTEMS BASED ON CHAOS 

The block diagram of the proposed chaotic 
cryptosystem is shown in Fig. 1. To enhance the level of 
security for the communication system, the encrypter 
consists of an encryption function and a chaotic dynamics 
in the transmitter. The encryption function and decryption 
function are defined as follows, respectively 

( ) ( ) ( )( )nKtpEnc ,=                       (1) 
( ) ( ) ( )( )nKKnxDtp ,ˆˆ =                     (2) 

where ( )⋅E  is the encryption function IDEA, ( )⋅D  is the 
decryption function IDEA, ( )tp  is the plaintext, ( )nc  is the 
signal after encrypting, ( )nx̂  is the estimated signal, ( )tp̂  
is the recovered text. Both the length of encrypted key 
( )nK  and the decrypted key ( )nKK  are 128-bit. 
The plaintext is first encrypted using the IDEA cipher 

and then it is masked with a chaotic signal generated from 
the tent map. The IDEA cipher is a kind of secret-key 
cryptosystems that is characterized by the symmetry of 
encryption and decryption processes. The design 
philosophy of this algorithm is based on the concept of 
mixing operations from different algebraic groups.  

The IDEA is an iterated block cipher consisting of 8 
rounds followed by an output transformation. Fig. 2 gives 
the architecture of one round in the encryption process 
[12]. The 64-bit plaintext block is partitioned into four 16-
bit sub-blocks Xi (i = 1…4). During the ciphering process, 
three group operations are (1) bit by bit XOR (denoted as 
⊕), (2) addition of integers modulo 216 (denoted as ⊞ ), 
and (3) multiplication of integers modulo 216+1 (denoted as 

). Each round produces four 16-bit output sub-blocks 
using six 16-bit sub-keys Ki (i = 1…6). There are totally 52 
sub-keys of 16 bits adopted in the encryption process. 

Finally, the remaining four 16-bit sub-keys are used in 
the output transformation to form the 64-bit ciphertext. The 
52 sub-keys are generated from the 128-bit session-key 
according to a key schedule. The decryption process is 
similar to the encryption process except that different 16-
bit sub-keys are used. 

After the plaintext is encrypted through IDEA, the 
ciphertext is masked with a chaotic signal. The term 
“chaos” refers to complicated dynamic behavior. The 
Lyapunov exponent λ could be used to judge whether a 
system is chaotic or not: 

λ(x0) ≡ 0
)(ln1lim x

n

n dx
xdf

n∞→
                     (3) 

where f is the function of the system, x0 is the initial value, 
n is the times of iteration. It has been be shown that a 
system is chaotic if λ>0 [13]. 

One-dimensional maps provide a clearer idea of the 
qualitative behavior of chaotic systems and act as a good 
representative of higher dimensional and more complicated 
maps. Therefore, the tent map is chosen here to be an 
example of one-dimensional maps to illustrate the whole 
design idea. 

The tent map [ ] [ ]1,01,0: →µf  is defined by 
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where µ is called the control parameter. An important 
feature of the tent map is the transition to chaos through a 
sequence of period doublings. Initially, for 5.00 << µ , 
the attracting set consists of a single point that bifurcates 
into 2 points at 5.0=µ . Subsequently, these points 
bifurcate again into four points. From the Lyapunov 
exponent of equation (3), it is known that the tent map 
exhibits chaotic phenomena for 5.0>µ . The bifurcation 
phenomena are shown in Fig. 3. 
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Fig. 1 Block diagram of the chaos-based secure system 
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Fig. 3 Bifurcation of the tent map 
 
 

The transmitted signal in the public channel is obtained 
by means of masking the ciphertext. 

 

( ) ( ) )(ncnxns +=                                        (5) 
Accordingly, the dynamic equations in the transmitter are 
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where )(xf  is the nonlinear terms of the tent map and 
)(nN  is the noise signal in the public channel. The 

estimated dynamic equations of the tent map at the receiver 
are designed as 
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where u  is the output signal of the H∞ controller. The H∞-
optimization theory has enlarged the repertoire of the tools 
available to design robust control. For example, in the 
mixed-sensitivity design formulation, both performance 
and robustness objectives can be incorporated. In this 
paper, the H∞ framework will be used to find the best 
possible matching between the transmitter and the receiver.  

The synchronization error is defined as 
( ) ( ) ( )11ˆ1 +−+=+ nxnxne                   (8) 

The system is called synchronization if ( ) 0→ne . 
Substituting (6) and (7) into (9) yields 

( ) ( ) )()ˆ()(1 xfxfnunAene −++=+    (9) 
Let the dynamic equations of the synchronization error be 
augmented as the 2-port system shown in Fig. 4 
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where )(ne  is the synchronization error, )(nu  is the 
control input, )(nwδ  is the additive perturbation that 
occurs due to the nonlinear dynamics, )(nZ  is the 
weighted error, )(nY  is the output. Let wZT δ  be the closed 
loop transfer function from wδ  to Z . Let F  be the 
transfer function of the linear controller connecting Y  to 
u . The H∞ control problem is to choose the weighting 
function C  such that the closed loop is internally stable 
and γδ ≤∞wZT , where optimalγγ ≥ . 

The control effort that ensures γδ ≤∞wZT  is given by 

)(

)()(
1 nAYPB

nFYnu
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=
                     (11) 

where  
PIBBI T )( 2−−+=Λ γ                      (12) 

and P  is the positive definite solution to the generalized 
algebraic Riccati equation 

01 =−Λ+ − PPPACC TT                    (13) 
Once the chaotic synchronization is achieved, the 

plaintext could be recovered through the IDEA decipher. 
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Fig. 4 Block diagram of H∞ controller 
 

III. COMPUTER SIMULATIONS 

The plaintext is coded using the IDEA cipher. The 128-
bit secret key is divided into eight 16-bit sub-keys. For 
example, one of the 16-bit sub-keys is chosen as (3, 7, 2, 9, 
1, 1, 8, 5, 4, 9, 6, 4, 7, 7, 3, 2). The 128-bit secret key is 
then rotated left by 25 bits and is divided into eight 16-bit 
sub-keys again. The procedure is iterated until 52 sub-keys 
are acquired. The cipher text is masked with a tent map. 
Let the tent map be selected as  

)
2
1)(21()1( −−=+ nxnx µ                (14) 

where 8.0=µ , ( ) 3.00 =x .  
After the H∞ chaotic synchronization, the palintext is 

retrieved through the IDEA decipher. The decryption sub-
keys could be calculated from the encryption sub-keys. The 
encryption sub-keys and decryption sub-keys are listed in 
Table 1 and Table 2 respectively. 

To demonstrate the effectiveness of the design, three 
examples are given. Figure 5(a) shows the plaintext of a 
two-dimensional photo. Figure 5(b) is the ciphertext coded 
through IDEA. Figure 5(c) is the ciphertext masked with 
the chaotic signal. Figure 5(d) shows the recovered signal. 
Obviously, the security of the system will be not enough if 
the signal is encrypted via IDEA only. Figure 5 and Figure 
6 illustrate different order of encryption. Figure 6(a) shows 
the plaintext of Saturn photo. Figure 6(b) is the image 
masked with the tent map. Figure 6(c) is the ciphered 
image via IDEA. Figure 6(d) shows the recovered image. 
To study the robustness of the proposed cryptosystem, 
noise is given in the public channel of Figure 7. Figure 7(a) 
shows the plaintext of Handel’s opera. Figure 7(b) is the 
noise signal. Figure 7(c) is the ciphertext masked with the 
chaotic signal. Figure 7(d) shows the recovered signal. 
Simulation results reveal that the chaos-based secure 
systems have the advantages of avoiding detection and 
intercept. 

 
 

IV. CONCLUSIONS 

In this paper, a cryptosystem based on tent map is 
presented. The plaintext is first encrypted via the IDEA 
cipher. The H∞ framework is applied to solve the chaotic 
synchronization problem between the transmitter and the 
receiver. The digital image and the sound wave could be 
recovered to original signals. The proposed scheme 
promotes the degree of security in communication. 

 
Table 1. IDEA encryption sub-keys 

 
 Encryption sub-keys 

1 round 654321 KKKKKK  

2 round 121110987 KKKKKK  

3 round 181716151413 KKKKKK  

4 round 242322212019 KKKKKK  

5 round 302928272625 KKKKKK  

6 round 363534333231 KKKKKK  

7 round 424140393837 KKKKKK  

8 round 484746454443 KKKKKK  

Transformation 52515049 KKKK  

 
Table 2. IDEA decryption sub-keys 

 
 Decryption sub-keys 

1 round 4847
1

525150
1

49 KKKKKK −− −−  

2 round 
4241

1
464445

1
43 KKKKKK −− −−  

3 round 3635
1

403839
1

37 KKKKKK −− −−  

4 round 3029
1

343233
1

31 KKKKKK −− −−  

5 round 
2423

1
282627

1
25 KKKKKK −− −−  

6 round 
1817

1
222021

1
19 KKKKKK −− −−  

7 round 
1211

1
161415

1
13 KKKKKK −− −−  

8 round 
65

1
1089

1
7 KKKKKK −− −−  

Transformation 1
432

1
1

−− −− KKKK  
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Fig. 5(a) Plaintext 
 

 
 

Fig. 5(b) Ciphertext 
 

 
 

Fig. 5(c) Ciphertext with chaos 
 

 
Fig. 5(d) Recovered plaintext 



 
 

Fig. 6(a) Plaintext 
 

 
 

Fig.6(b) Plaintext with chaos 
 

 
 

Fig. 6(c) Ciphertext via IDEA 
 

 
Fig. 6(d) Recovered plaintext 

 
 

Fig. 7(a) Plaintext 
 

 
Fig. 7(b) Noise signal 

 

 
 

Fig. 7(c) Plaintext with chaos 
 

 
 

Fig. 7(d) Recovered plaintext 
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