
An Optimization Algorithm for Decentralized
Digital Control of Continuous-Time Systems

which Accounts for Inter-Sample Ripple
Amir G. Aghdam

Department of Electrical and Computer Engineering
Concordia University

1455 de Maisonneuve Blvd. West, H961
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Abstract— In this paper, an algorithm is proposed to design
a decentralized digital controller, such that a quadratic per-
formance index is minimized with the property that the inter-
sample ripple of the output signal is included in the minimiza-
tion procedure. The algorithm has the property that it can be
applied to either centralized or decentralized systems, which
are sampled with either a ZOH or a generalized sampled-
data hold function. Numerical examples of the algorithm are
included to show the effectiveness of the algorithm.

I. I NTRODUCTION

Digital controllers are often used to control continuous-
time systems. Such controllers have a simple structure and
can be implemented by using a computer, a digital to analog
and an analog to digital element as shown in Figure 1. This
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Fig. 1. The structure of a digital controller as a time-varying system.

configuration is equivalent to a time-varying continuous-
time controller. Note that the hold function correspondingto
the digital to analog block (D/A), which typically is a zero-
order hold (ZOH), can in fact be any function defined over
one sampling period. Digital control for such systems can be
either centralized or decentralized. Application of discrete-
time controllers in decentralized systems has been studied
in [1], [2], [3], [4], where it was shown that sampling can
remove certain types of decentralized fixed modes in the
system.

The idea of using generalized sampled-data hold func-
tions (GSHF) instead of a simple ZOH (or first-order hold)
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in control systems was first introduced by Chammas and
Leondes [5]. Kabamba examined the application of GSHFs
in control systems, and pointed out that by using GSHF, one
can obtain much of the efficiency of state feedback, without
the requirement of state estimation [6]; he also showed that
GSHFs can significantly improve the performance of the
closed-loop system. Application of GSHFs in decentralized
systems was investigated in [7], where it was shown that
a digital decentralized controller with GSHF can result
in a significant improvement compared to a simple ZOH.
The application of GSHFs to decentralized control structure
modification was also studied in [8] and it was shown that
GSHFs can be used to modify the structure of the digraph
of the resultant discrete-time plant, by removing certain
interconnections in the equivalent discrete-time model. It
is to be noted that a disadvantage of generalized sampled-
data hold functions is that they are prone to robustness
difficulties in the continuous time domain, e.g. see [9], [10].

The optimal decentralized control of a LTI system using
GSHFs, which includes ZOH functions, will be considered
in this paper. When optimal control methods are used
to design such digital controllers, often the performance
index chosen ignores ”inter-sample ripple effects”, which
can be significant, particularly if the sampling period is
large. There are several related references in measuring
inter-sample performance in the context of hold functions,
e.g., see [11]. For the special case of a simple ZOH, the
quadratic performance optimization problem taking into
account the inter-sample behavior has been completely
solved in the centralized case [12]. The quantitative and
qualitative analysis of inter-sample behavior in a frequency
domain setting was given in [9], where it was shown that the
generalized hold approach depends upon the generation of
high-frequency components in the continuous time output
which are folded when the output is sampled. In [13] a
method was proposed to find an optimal hold function
which minimizes the inter-sample ripple for centralized
control case, by solving a linear two-point boundary value



problem. This paper proposes an algorithm for the optimal
design of decentralized digital control using polynomial
hold functions, where ripple effects are included. As far
as the authors are aware, the optimal control of such
systems, taking inter-sample ripple into account, has not
been considered before.

II. D EVELOPMENT

Consider a decentralized continuous-time LTI system
with m control agents as follows:

ẋ(t) = Ax(t) +

m
∑

i=1

biui(t), (1a)

yi(t) = cix(t) +
m

∑

j=1

dijuj(t), (1b)

i ∈ m̄ = {1, ..., m},

where x ∈ R
n is the state vector,uj ∈ R

mj and yj ∈

R
rj are the input and output of thejth control station,

respectively andj ∈ m̄. A, bi, ci, and dij , i, j ∈ m̄
are matrices of appropriate dimensions. For simplicity and
without loss of generality [14] assume thatmj = rj , j ∈ m̄.
The configuration of the discrete-time equivalent system
using GSHFs is shown in Figure 2 and can be formulated
as follows:

uj(t) = fj(t)ũj [k], (2a)

fj(t + T ) = fj(t), (2b)

t ∈ [kT, (k + 1)T ), k = 0, 1, 2, ...

whereũj [k] andfj(t), j ∈ m̄, are the input sequence and
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Fig. 2. Generalized sampled-data hold configuration for a control system.

the periodic hold function for control agentj, respectively.
The equivalent discrete-time model, corresponding to (1),
is represented by:

x[k + 1] = Adx[k] +

m
∑

i=1

bdi
ui[k], (3a)

yi[k] = cdi
x[k] +

m
∑

j=1

ddij
uj [k], i ∈ m̄, (3b)

where the model parameters can be obtained as follows:

Ad = e
AT

, (4a)

bdi
=

∫ T

0

e
A(T−τ)

bifi(τ)dτ, i ∈ m̄, (4b)

cdi
= ci, i ∈ m̄, (4c)

ddij
= dij , i, j ∈ m̄, (4d)

and where for the feedback control structure of Figure 2
(shown by the dashed line),̃uj [k] is equal toyj [k], j ∈ m̄.

Definition 1: The closed-loop system obtained by apply-
ing the decentralized generalized sampled-data controller
(2) to (1) is said to be stable if the equivalent LTI sam-
pled system (3) obtained when the decentralized controller
ũj [k] = yj [k], j ∈ m̄ is applied, is stable.

Remark 1: In the sampled system discussed above, it is
assumed that the system does not posses any processing
delay, i.e., samples of input and output signals are taken at
the same time instants.
In the next section, an algorithm is proposed which can
be used to design an optimal discrete-time controller for
system (1), using generalized sampled-data hold functions.

III. M AIN RESULT

Consider thenth order system (1) and assume that it
is desired to design a discrete-time decentralized output
feedback controller to stabilize the system such that the
following performance index is minimized:

J = E

{
∫

∞

0

(y′(t)y(t) + ρu
′(t)u(t))dt

}

, (5)

whereE denotes the expectation operator [15]. Without loss
of generality, it can be assumed thatmj = 1, ∀j ∈ m̄ [16]
([16] gives a procedure by which the decentralized control
problem for (1) can be converted to the decentralized control
problem for a new system in which the control agents of
the system have a scalar input and scalar output). Suppose
that (3) corresponds to the closed-loop sampled system,
obtained by using the decentralized generalized sampled-
data controller as follows:

uj(t) = fj(t)yj [k], (6a)

fj(t + T ) = fj(t), (6b)

where j ∈ m̄, t ∈ [kT, (k + 1)T ), k = 0, 1, 2, .... In
particular, assume thatfj(t), j ∈ m̄, are polynomials of
the following form:







f1(t)
...

fm(t)






= Γq−1







t0

...
tq−1






, (7)

whereΓq−1 is a m × q matrix whose rows are the coef-
ficients of the corresponding polynomials. The state-space
representation of the corresponding closed-loop system with
the weighting matrixΓq−1 is given by:

x[k + 1] = (Ad + Bd(Γq−1)(I − Dd)−1Cd)x[k], (8a)

y[k] = Cdx[k] + Ddu[k], (8b)



whereAd is given by (4a),

Bd(Γq−1) :=
[

bd1(Γq−1) . . . bdm(Γq−1)
]

,

bdj
(Γq−1) :=

∫ T

0

e
A(t−τ)

bjSj(τ)dτ,

and:

Sj(t) := ejΓq−1







t0

...
tq−1






, ej ∈ R

1×m
,

ej(i) =

{

0 i 6= j
1 i = j

, i, j ∈ m̄

Cd =







cd1

...
cdm






, Dd =







dd11 . . . dd1m

...
...

ddm1 . . . ddmm






,

u[k] =







u1[k]
...

um[k]






, y[k] =







y1[k]
...

ym[k]






.

Assumption 1:Consider system (1) and assume that the
discrete-time equivalent model obtained by using a ZOH
with a sampling periodT0 > 0 can be stabilized by applying
a static decentralized LTI output feedback. This means that
there exists aΓ0 ∈ R

m×1 such that all eigenvalues of the
matrix Ad + Bd(Γ0)(I −Dd)

−1Cd lie inside the unit disc.
In the special case of an open-loop stable system, one can
always chooseΓ0 = 0.
It is desired now to determine the optimal matrixΓop

q−1

and the optimal sampling periodT op
q−1, which minimize the

performance index (5) (corresponding to a continuous-time
system representation). The following algorithm is proposed
to do this.

Algorithm 1: A modified performance index for the
original system (1) with the decentralized digital feedback
controller (6) will now be defined. Since the optimal output
feedback law (corresponding to any quadratic performance
index) depends on the initial conditions of the plant (1), we
will use an approach similar to [15] to design the digital
controller. Consider the following set of initial states:

x1 =











1
0
...
0











, x2 =











0
1
...
0











, . . . , xn =











0
0
...
1











, (9)

which are uniformly distributed on a unit sphere and span
the whole space. Now letN be a positive integer, and
define the modified performance index for the system (1)
corresponding to the initial state vectorx(0) = xi given in
(9) as:

J̃xi
(NT ) =

∫ NT

0
ρu′(t)u(t)dt +

∫ NT

0
y′(t)y(t)dt, (10)

wherei = 1, 2, ..., n, and the sampling periodT is a positive
real number. From (6) the first right hand term of (10)
simplifies to become:

∫ NT

0

ρu
′(t)u(t)dt = T

N−1
∑

k=0

ρy
′(kT )Fy(kT ), (11)

whereF = diag(F1, ..., Fm), and:

Fj =

∫ T

0

f
2
j (t)dt, j ∈ m̄.

Let:

J̃(NT ) :=
1

n

n
∑

i=1

J̃xi
(NT ),

and consider the following parameter optimization problem:

Parameter Optimization Problem

min
T, Γq−1

given by (6), (7)

J̃(NT )

subject to the constraint that (8) is stable, using as the
starting point Tq−1 = T0 for a ZOH and Γq−1 =
[

Γ0 0m×q−1

]

. In this case, for sufficiently largeNT ,
the optimal value of the performance index̃J(NT ) will
approach the minimum of the performance index (5).

One can use any multidimensional constrained nonlinear
optimization method to solve this problem. In the numerical
examples of the next section, the Nelder-Mead simplex
(direct search) method [17] is used, with a penalty function
to impose the stability constraint. This can be accomplished
by using ”fminsearch” on MATLAB 6.1. Note that this is a
nonconvex optimization problem and there is no guarantee
that the result obtained is a global minimum.

The optimal solution forΓq−1 andTq−1 can be obtained
step by step as follows:

1) using as starting pointΓ0 and T0 of Assumption 1,
find the optimal GSHF parametersΓop

0 and the corre-
sponding optimal sampling periodT op

0 for a ZOH.
2) use the optimal parameters of the previous step as the

initial parameters of this step to find the optimal values
for a first-order polynomial GSHF. In other words, use
Γ1 =

[

Γop
0 0m×1

]

and T = T
op
0 as the initial

values in the optimization procedure to find the optimal
GSHF parametersΓop

1 and the corresponding optimal
sampling periodT op

1 .
...

q) use the optimal parameters of step (q-1) to form
the initial parametersΓq−1 =

[

Γop
q−2 0m×1

]

and
Tq−1 = T

op
q−2 to find the optimal parametersΓop

q−1 and
T

op
q−1.

In this case, since the starting point used corresponds to
an optimal static output controller with a ZOH, it can
be concluded that the optimal controller obtained will, in
general, outperform the controller obtained using a ZOH.

It is to be noted that since Algorithm 1 minimizes the
quadratic performance index (10), this implies that the



optimization algorithm directly takes inter-sample ripple
effects into account.

From equation (11) it can be observed that the perfor-
mance index given by (10) is a combination of energy of the
output in the sampling instants and the energy of the output
between samples. For large values ofρ, the performance
index will be mainly equal to the weighted values of the
samples of output, where the weighting matrix is given by
F .

Remark 2:One can also use the method given in [7] to
find a stabilizing starting point forΓq−1 in the optimization
problem. It is to be noted that each starting point may lead
to a local optimal value forΓq−1 which is not necessarily
the global optimal solution.

Remark 3:A special case of GSHF occurs when the
GSHF is assumed to be a constant. Iffj(t), j ∈ m̄
are all constants (zero-order polynomials), then the output
feedback law for each control agent will be equivalent
to a digital controller with a simple ZOH and a constant
feedback gain given by the corresponding constant value.
This is illustrated in the next section.

Remark 4:Since a centralized control system is a special
case of a decentralized control system, then the proposed
algorithm can also be directly applied to centralized sys-
tems.

Remark 5:From an implementation point of view, it
may be simpler to have a piecewise constant hold. The
authors are currently investigating the pro’s and con’s of
this approach versus that of a polynomial with the same
number of degrees of freedom.
The following example compares the decentralized control
of a system under the following conditions:

(i) using a ZOH with the proposed performance index
given by Algorithm 1

(ii) using a first-order polynomial GSHF with the proposed
performance index given by Algorithm 1

(iii) using a first-order polynomial GSHF with a conven-
tional performance index

It will be shown that the controller for case (ii) is superiorto
the controller for case (i), and that the controller for case(i)
is superior to the controller for case (iii).

IV. N UMERICAL EXAMPLES

Consider a controllable, observable, non-minimum phase,
unstable system described by the following state space
matrices:

A =





−1 0 −3
0 0.1 0
0 0 −3



 , (12a)

b1 =





1
0
1



 , b2 =





0
1
1



 , (12b)

c1 =
[

0 1 0
]

, c2 =
[

−1.1 0.005 0.1
]

, (12c)

d11 = d12 = d21 = d22 = 0. (12d)

It is desired to find a decentralized digital controller to
stabilize the unstable system (12), such that the following
performance index is minimized:

J = E

{
∫

∞

0

(y′(t)y(t) + u
′(t)u(t))dt

}

. (13)

The following different cases for decentralized digital con-
trol are examined, where Example 1, 2, 3 correspond to
case (i), (ii), (iii) above, respectively.

Example 1: GSHFs in the form of zero-order polynomi-
als. Consider applying the digital controller:

u1(t) = f1.y1[k], (14)

u2(t) = f2.y2[k], t ∈ [kT, (k + 1)T ), k = 0, 1, 2, ... (15)

to (12), with a sampling period ofT > 0 and zero-
order polynomials for the hold functionsf1, f2. Then on
minimizing the performance index (13) using Algorithm 1
with respect toΓ = [f1 f2]

′ andT , the optimal performance
index of Jop = 4896 is obtained. The corresponding opti-
mal GSHFs are given by the following weighting matrix:

Γop
0 =

[

9.996
−0.7069

]

, (16)

and the optimal sampling period isT op
0 = 3.085 sec.

The eigenvalues of the resultant closed-loop system for the
equivalent discrete-time system (8) are given by:

sp(Ad + Bd(Γ0)Cd) = {0.7704 ± 0.2336i,−0.8942}

which shows that the unstable system (12) has been stabi-
lized. The corresponding performance index:

Jx(0) =

∫

∞

0

(y′(t)y(t) + u
′(t)u(t))dt (17)

for x(0) = [1 1 1]′ is 2.116× 104 and Figure 3 gives the
resultant input and output signals for this initial value. The
controller obtained in this case is in fact a combination of
a ZOH and a constant gain for each control agent.

Example 2: GSHFs in the form of first-order polynomi-
als. Consider now applying sampled-data hold functions
f1(t) = a1t + b1 and f2(t) = a2t + b2 to each control
agent. On minimizing the performance index (13)using
Algorithm 1, the following results are obtained for the
optimal sampled-data hold functions and optimal sampling
period:

Γop
1 =

[

2.923 −4.907
−1.980 1.779

]

, (18a)

T
op
1 = 1.151 sec. (18b)

The resultant minimum performance index obtained in this
case isJop = 14.92. Note that although only one parameter
has been added to the control design of the decentralized
controller, as compared to Example 1, a significant improve-
ment in performance is achieved. The corresponding input
and output signals of control agent1 and control agent2
for x(0) = [1 1 1]′ are depicted in Figure 4 where (a)
and (b) give the output and input signals of control agent1,
and (c) and (d) give the corresponding signals of control
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Fig. 3. Closed-loop simulation results for Example 1, using optimal
decentralized digital controller with zero-order GSHFs given by (16).
(a) Output signal of control agent1; (b) input signal of control agent1;
(c) output signal of control agent2; (d) input signal of control agent2.

agent2, respectively. The resultant performance index (17)
for x(0) = [1 1 1]′ in this case is 49.63. Intermediate
results obtained in the optimization procedure which start
at J = 4896 (corresponding toΓ1 =

[

9.996 0
−0.7069 0

]

and
T1 = 3.085 sec) and converge toJ = 14.92 (corresponding
to Γ1 =

[

2.923 −4.907
−1.980 1.779

]

and T1 = 1.151 sec) are
shown in Figure 5.
In the previous two examples, the controller design was
based on using the continuous-time system performance
index (13). For completeness, the case of decentralized
digital control for(12) using the same class of sampled data
hold functions as used in Example 2 with a conventional
discrete performance index, will now be examined for
comparison purposes.

Example 3: Decentralized digital controller design using
conventional performance index. Consider now applying a
decentralized digital controller of the form (6) to (12) to
minimize the conventional performance index given by:

Jd = E

{

∞
∑

k=0

(y′[k]y[k] + u
′[k]u[k])dt

}

. (19)

Then on using first order polynomials for the GSHF of each
agent with the sampling periodT = 1.151 sec obtained
in Example 2, the following optimal hold functions are
obtained:

Optimal f1(t) : f1(t) = −9.064t + 0.1531, (20a)

Optimal f2(t) : f2(t) = −0.4279t − 0.1467. (20b)

The resultant performance index for the original continuous-
time system given by (17) forx(0) = [1 1 1]′ is Jx(0) =
107.6, which is significantly greater than the performance
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Fig. 4. Closed-loop simulation results for Example 2, using optimal
decentralized digital controller with first-order GSHFs (18). (a) Output
signal of control agent1; (b) input signal of control agent1; (c) output
signal of control agent2; (d) input signal of control agent2.
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Fig. 5. Intermediate results obtained in the optimization procedure for
Example 2.

index of 49.68 obtained in Example 2. This is due to the
fact that the controller obtained in this example does not
take inter-sample effects into account. Figure 6 gives the
resultant input and output signals obtained for this case.

So far, various decentralized digital output feedback
controllers have been considered in this example. It is to
be noted for this problem, that the minimum achievable
performance index for (13) using any type of controller
is obtained by using the centralized continuous-time state
feedback law:

u(t) =

[

−0.1237 0.06193 0.001431
0.1997 −1.134 −0.1363

]

x(t), (21)

and the corresponding performance index forx(0) =
[1 1 1]′ in this case is given byJop

x(0) = 1.448.
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Fig. 6. Closed-loop simulation results for Example 3, using optimal
decentralized digital controller with first-order GSHFs (20a) and (20b).
(a) Output signal of control agent1; (b) input signal of control agent1;
(c) output signal of control agent2; (d) input signal of control agent2.

V. CONCLUSIONS

In this paper, a class of LTV decentralized controllers
has been introduced for continuous LTI plants, using gen-
eralized sampled-data hold functions (GSHF), and an opti-
mization algorithm (Algorithm 1) is proposed to design the
corresponding discrete-time controllers, which account for
inter-sample ripple. In this case, the generalized sampled-
data hold functions chosen consist of linear combinations
of polynomials of various degrees; clearly other basis
functions could also have been used. Since zero-order hold
functions (ZOH) are special cases of GSHF, this implies
that the proposed optimization algorithm can also be used
to design conventional discrete centralized or decentralized
controllers, taking inter-sample ripple into account, and
this was demonstrated in some of the numerical examples
studied. The examples in the paper show the effectiveness
of the proposed algorithm.
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