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Reduced Order Control in Microchemical Systems

Leonidas G. Bleris and Mayuresh V. Kothare

Abstract—In this paper we examine the problem of regu- reducing its complexity so that it can be implemented on a
lation of thermal transients in a microsystem. Using second- chip and subsequently embedded with the rest of the system.
order statistical properties we obtain the dominant structures Due to the low Reynolds number flows encountered in

that characterize the dynamics of an ensemble of data. These _ . t . f adi t st . i
dominant structures, otherwise called empirical eigenfunc- microsystems, mixing of adjacent streams occurs primarily

tions, are the most efficient way of capturing the dynamics DYy diffusion. To decrease the mixing length and time,
of an infinite dimensional process with a finite number of transverse streams must be created within the microchan-
modes. We propose a new receding horizon boundary control nels. This is mainly accomplished using passive control
scheme using these empirical eigenfunctions in a constrained methods; by creating appropriate geometries to enhance the

optimization procedure to track a desired spatiotemporal . .
profile. Additionally we consider a disturbance rejection mixing [5], [6]. There are also reports on active methods

problem. Finite element method simulations of heat transfer Pf creating transverse ﬂOV‘{S, by using mechanipal oscil.lat-
are provided and used in order to implement and test the ing components on the microchannel walls or introducing

performance of the controller. flows via side channels. Manipulating microflows can be
achieved by applying control both on the macroscopic
|. INTRODUCTION level or within the microchannel. The simplest approach

NE of the most active research areas of the pa§ applying control on specific inlets and outlets on the
O decade is the Systems-on-a-Chip (SoC) appncaﬁong)acroscopic level. Within the microchannels control can
Evolving from simple prototype applications, novel moreP€ applied using different kinds of external fields. Thewe ar

sophisticated SoC are currently being developed for a Vélpplications that use electric fields, magnetic forcesndou

riety of applications. The SoC market is expanding rapidl nd capillary effects [7]. $ome initial research gﬁqrtha
to areas like bioengineering (DNA analysis and synth peen reported on controlling the temperature distribuiiion

sis, drug delivery), avionics and aerospace (microactsato microchemical systems [8]. We have previously [9] used

microsensors and microgyroscopes) and automotive S)}gl_mte Element Method (FEM) simulations of heat transfer

tems (accelerometers). A new generation of SoC are tf?é microchannels coupled with the use of SIMULINK as a

integrated microchemical systems [1], [2], [3]; miniatureframework for the application of Proportional Integral XPI

chemical systems that carry out chemical reactions al
separations in microreactor configurations in the sizegang ' X -
of a few microns to a few hundred microns. The mainOpt'mal_ control in SoC applications [10]. o

focus of research in microchemical systems remains on the!" this paper we propose to em_p_loy general principles
micro-fabrication aspects. As a result, there is veryelittl Tom Proper Orthogonal Decomposition (POD) theory, de-

work in the literature on the dynamics and control of thes

Fved from the control of distributed parameter systemg,[11
highly functional and versatile SoC. Applying control in 12], in order to provide a novel reduced order boundary
a microchemical system may include efficient mixing o

ontrol scheme. In [13] we proposed an off-line control
different laminar streams, manipulating microflows and aos_cheme based on POD of the temperature profiles obtained
justing the temperature distribution of the microsysteime T

by FEM simulations. In [14] we examined an on-line
system states such as temperature, concentration, pges

d On/Off control. We are currently investigating ways of
Gmbedding model predictive control for the application of

5cu:?en—loop boundary control scheme using the POD based

and velocity are functions of space and time. Thus we ha\;-empirical eigenfunctions of a.spatiotemporal profile. listh
Distributed Parameter Systems (DPS) [4] with combine©K \;vehextend tlhe ablove |dfeas. lln 'orderrl to reduce the
distributed boundary sensing and actuation. From a contrgf?€ ©Of the control problem of regulating the temperature

perspective we face the following challenges. Firstly thd! @ mlcro_system we use spgtlal and temporal emp'”g"ﬂ
igenfunctions, that characterize the dominant dynamics

development of an efficient controller capable of handlin h : p h h
the high dimensional models of these SoC and secon the process. In contrast _to proposed approaches these
eigenfunctions are used without the usually subsequent
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heat transfer model are given in Section Ill. In Section IVThere is no a priori framework for the generation of the
we provide the closed-loop receding horizon eigenfunctioansemble, but a basic assumption generally made is that the
based controller. We analyze the reason for introducingnapshots are fully representative of the temporal evmiuti
constraints on the boundary actuation and we examire the system. In this work we assume that the data
the performance of this control approach under externansemble represents the dynamics of the system perfectly
disturbances. both temporally and spatially. Under this assumption we
obtain two families of empirical eigenfunctions. One famil
Il. THEORETICAL ASPECTS that characterizes the changes in the spatial profile (the
A mathematical method which has received growingpatial eigenfunctions) and one the characterizes changes
attention lately, is proper orthogonal decomposition. PO[h time (the temporal eigenfunctions). Using the method
is the most efficient way of capturing the dominant comef snapshots the problem of obtaining the spatial eigenfunc
ponents of an infinite dimensional process with a finiteions is reduced to finding the eigenvalues and eigenvectors
number of modes [15]. Let” € RV*M pe the matrix of the N x N matrix C
that contains data collected from experimental results or LM
simulations. The value of this matrix at rotvand column -
x is represented by the scalgf(z). Thus we haveN ()i N;yz(x)yj(x) bi=d N (6)
observations (called snapshots) of some ergodic physical ) )
process taken at positions, wherez = 1,..., M. The The elgenvegtorﬂ(") of C, and the corresponding eigen-
aim of POD is to find the most representative structurd@luesA;, satisfy
¢(z) of this ensemble of snapshots. This is equivalent to

maximizing the averaged projection gfonto y CA™ =X\ A n=1,.,N (1)
{(¢,9)%) The empirically determined spatial eigenfunctiopg(x)
mgﬂf“ = (o, 9) } (1) are then computed using the obtained eigenvectors using
A necessary condition for (1) to hold is that is an N ®)
eigenfunction of the two-point correlation function dr(x) =D A i) (8)
=1

N
1 / N gt In order to calculate the temporal eigenfunctiahgwhen
— x x z)dx' = \p(x 2
/Q N ;yt(l)yt(i Je(@) #(@) @) working in 1D in space and in time), we take the transpose

of the initial snapshot matri¥” and we obtain an adjusted

This integral equation can be solved by means of thg > 5 .
. . . ata sefY’, whereY is now anM x N matrix. The scalar
Hilbert-Schmidt [16] technique or the method of snap- W ! W . X

. L represents the value d&f at row ¢+ and columnz,
shots [17] (practical when the number of observatidhss yi(z) Tep x

| than the di tizatioh). For th thod of hot wheret = 1,...., M andz = 1,...N. Using this ensemble
ess than the discretizat ) or the method of shapshots, . apply the method of snapshots (analytically in [18]). To
we assume that the eigenfunctions are a linear combinati

BBtain the Hermitian matrix (now/ x M) we use
of the snapshots

N 1 Moo _ o
o@) =3 oupnla) 3) (Cr)ig = 45 ;yi(x)yj(l) ij=1,..M (9)
t=1

The solution of (2) is reduced to the eigenvalue problem o?nd the temporal eigenfunctions,

Ci;V = AV, whereC is a Hermitian matrix, in the discrete M k) -
case given by dr(t) =Y BV iit) (10)
=1

(t) are given by

M
Cij = %;yi(x)yj(x) i,j=1,..,N (4 whereB™ are the eigenvectors df;.

[1l. GEOMETRY EXAMINED
The projection ofp(x) onto y.(x) is maximized when the
coefficientsa are the elements of the eigenvecitdrthat
corresponds to the largest eigenvalueCbfThe eigenfunc-
tion that corresponds to the first eigenvector is considered
be the most “energetic”. The “energy” is defined as bein
the sum of the eigenvalues of the matdk and to each
eigenfunction we assign an “energy” percentage based
the eigenfunction’s associated eigenvalue

With the rapid development of computers and the soft-
ware tool capabilities, SoC applications can be examined
through advanced simulation techniques. We use FEM-

AB [19], a Partial Differential Equation (PDE) solver.
ith FEMLAB one can build 3D geometries and define

e equations that describe the dynamics of the system.

onsider Fig. 1 which shows a wafer geometry, with thin
film resistive heaters placed on the top wall. The wafer
B, = Ak (5) states such as temperature are functions of space and

Zf\; i time. Thus, this is a distributed parameter system with
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h=25W/mn?K) and initial condition of7'(0, z,y) = 300K.
The material used for the FEM simulations is ceramic.

IV. RECEDING HORIZON EIGENFUNCTION BASED
CONTROLLER

0.025

Generally controllers belonging to the Receding Horizon
Control (RHC) family [20] are characterized by the fol-
lowing steps. Initially the future outputs are calculateéd a
each sample interval over a predetermined horidgnthe
prediction horizon, using the process model. These outputs
Fig. 1. 3D Wafer Geometry (dimensions in meters) y(t + k|t) for k£ =1,...N depend up to the time on the
past inputs and on the future signalg + k|t), £=0,...N-1
which are those to be sent to the system. The next step is

combined distributed and boundary sensing and actuatidi. calculate the set of future control moves by optimizing
We note that this system is inherently distributed, as of determined criterion in order to keep the process as close
posed to a number of reported studies on systems tHaf possible to a predef_lned reference trajectory. Findlgy, t
are distributed because they are comprised of distributdtiSt control moveu(t|t) is sent to the system while the rest
interacting systems. Because of the increasing complexigf€ rejected. Th|s is because at the next samplln.g instant th
of microchemical systems we often desire to have sp&UtPuty(f +1) is measured and the procedure is repeated
tiotemporal differences in temperature within the same Sot¥ith the new values so that we get an updated control
usually built on a wafer. This can be partially achieved€duence.

with the use of low thermal conductivity materials coupled In order to implement this strategy for our problem
with the use of thermal barriers and insulations but th&sing the empirical eigenfunctions we have to make some
application of control is essential. In the following secti adjustments. The model used to predict the future outputs
we examine the temperature distribution in the cross sectiés @ FEMLAB created model. We provide an initial input
of the wafer shaped rectangular geometry of 5cm width and

-0
-0.025  -0.025

2mm thickness, as illustrated in Fig. 2. Ten resistive hesate d
are placed on top and we have ten temperature sensors,“étn'“N’x) > u'(t,x) \L
equally spaced nodes of the finite element mesh located at >| FEMLAB Model Jy(t X')
the bottom of the geometry. The temperature distribution in
y(t...t+N,x)
1

i U'(t.. £4N,%) o

1 Desired Eigenfunctions |
00021 1 \

’ i Cost Function POD .
] y(t.o.t+N,x)
7 u'(t,x) \

7 Fig. 3. Receding horizon controller block diagram

| i i |
0 0.02 0.05

to the systemu ) (z), wherek = 0,..,N —1 (N
Fig. 2. Geometry examined is the prediction and control horizon) and = 1,...., M
(M are the spatially distributed points). The output of
dhe FEM modely;(x), measured at the locations of the
Istributed sensors, undergoes POD for the calculation of
the dominant empirical temporal and spatial eigenfunstion
or(t, x,y) _ EVQT(t z,y) (11) For both of the above families of eigenfunctions we keep
ot a o the most “energetic” eigenfunctions. These dominant apati
where a = pC/k, k is the thermal conductivityp is and temporal eigenfunctions are then used in objective
the density and”' is the heat capacity. We consider natfunctions that consist of the difference of the current and
ural convection for boundary conditiong,(,.=300K and the desired dominant eigenfunctions

the wafer cross section is described by the time-depend
two dimensional heat equation
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algorithm. By imposing this constraint we are able to drive

N . . . .
B o the most dominant eigenfunction to any desired reachable
To(w) = [ (t) = ¢ (0)] (12) " temperature, by adjusting accordingly the boundary energy
=t supply.
and M As illustrated in Fig. 3 we have a closed loop controller.
Js(u) = Z |p1(z) — % (z)]| (13) When the optimization for the first receding horizon win-
— dow is complete, the first calculated boundary actuation

rinput is implemented on the actual system. The response of

The dominant temporal and spatial empirical eigenfunetio . - ’
the actual system to this input is then used as the starting

are given by . : LT
N points at the next sampling time instead of the FEMLAB
$1(z) =Y Alyi(x) (14) model output, thereby providing feedback. The procedure
i=1 is repeated moving the control horizon ahead in time.
and
M 360
Pi(t) =D Bli(t) (15)

i=1
and they$ (t) and¢¢(x) are pre-calculated from the desireds*
spatiotemporal profile. In order to be able to use theS§330 & W
eigenfunctions in the proposed optimization procedure Wg &s“&‘\\\ \\\\\\\\\\\\\\\\\\%&\\
have to directly relate them to the boundary actuation XX \\\\\\\\\\\\\\\\w\\\\\{&&&&w
From (14) and (15) we can conclude that to be able t s, \\ @“&@%&&&WW\\
steer the eigenfunctions to a desirable reachable state \ 1\ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

320

O

300

A
’W\\\\ N
ORRRY
need to obtain further information for the eigenvectors \\\\\\QQQQ\\\\}{{Q\\\\\\\\\\\\\
Al and B}. A change in the boundary actuation will 2 R
result in a relative change in the temperature output angy..,.-
subsequently to new Hermitian covariance matrices. W °
assume that small changes on the boundary actuation res o —w m
20

70 80 90 100

60

R
\\‘\\\ )
NS
in new matricesC”, and C; which can be considered as a 10
perturbation of the initial matrice€’s and C; by H, and
H; respectively. Fig. 4. Desired temperature profile
At this point we can use the theory on perturbation

of Hermitian matrices in order to calculate the bound By minimizing the cost functions of (12) and (13) we

on the boundary actuation that will assure that the mog{ant to steer the profile to the desired one (Fig. 4). The
dominant eigenvectors of the new matrice§ and C;  gyerall algorithm is as follows:

remain invariant. The difference between the subspace

spanned by the eigenvectors of a Hermitian matrix and its Receding Horizon Eigenfunction Based Control
perturbation can be expressed in terms of certain angld&BC) Algorithm

through which one ;ubspace must be rotated in o.rder to Select the tolerance > 0, horizon N, compute desired
reach the other. This angl_e can be calcu_lated using t.@%atial and temporal dominant eigenfunctions and perform
tan26 theorem [21] for an eigenvalue and eigenvector paif, o following steps:

An alternative would be to directly calculate the angle beStep 1: Give initial input to the model.

twie_n .thel doml.nant e|ger_1ve|cto1r_i§mdfv of the pertgrbedh Step 2: Compute shapshots and associated spatial and tem-
and initial matrix respectively. This of course requires t oral dominant eigenfunctions.

solution of an eigenvalue problem for the eigenvectors ep 3: Compute cost functions of (12) and (13). If both are
each optimization cycle introducing further computationa1eSS thare go to Step 5
costs. We chose to impose an empirically derived constraige,, 4. adjust the boundary actuatierunder the constraint

on the boundary actuation that is expected to leave thg jnariant eigenvectors until both cost functions aresles
dominant eigenvectors of the initial and perturbed masricg .. . It ¢ is not close to zero. decrease the boundary
invariant. With the use of simulations we concluded thaf i ,ation. '

for the examined wafer system the bound for the boundagyer, 5. |mplement the first computed boundary actuation
actuation that leaves the dominant eigenvectors Invarsantn gt on the actual system, move the control horizon one
applying changes up to 1W/. As a consequence based Osample ahead and go to S’Eep 2

(14) and (15) we conclude that we can achieve a monotonic

relationship between the changes on the boundary and tfle Simulation Results

resulting most dominant eigenfunction. This observat®mn i We use as set-point the temperature profile of Fig. 4. In
used in the optimization procedure required by the contrarder to test the proposed receding horizon approach we

4228

Time (Sec)



initially chose to use30 seconds as the receding horizon, ™
and we assume no external disturbances. The boundas~
actuation has the upper constraint of 108/ Initially

3300

o——

we provide 5Wim? and we obtain temperature profiles
from FEM simulations. Subsequently the energy supply is"
adjusted in order to minimize the cost functiaAsand J,.

Applying the proposed receding horizon algorithm we suc-
cessfully drive the dominant eigenfunctions to the desirec
states (Fig. 5). Although we consider only the dominani=
eigenfunctions in the objective functions we notice that al
of the first three spatial and temporal eigenfunctions are il
good agreement.

40

20

o

40

Fig. 7. First three spatial eigenfunctions for recedingzwr of 20 (Solid
line: desired values - Dotted line: resulting values)

s350)
sa00]
2 3 0 s g 7 0 g 1
: j’/
o
-
T z B 0 s g 7 0 g 10

uuuuu

1100 T T T T T T T T T

2

o

-20)
B 3 0 g B 7 0 g 1

1050

(@) (b)

Fig. 5. First three (a) spatial and (b) temporal eigenfumstifor receding
horizon of 30 (Solid line: desired values - Dotted line: &g values)

1000

2340 20, 1‘0 2‘0 3,‘0 4‘0 5‘0 6‘0 7‘0 8‘0 9‘0 100
g & MMM "
ol N TR *

310 NN NN 10t B

%’e\\@w&wﬁm\\\\m\m\m\\\\\
300 \\\ \\\\\::\\\\\\\\\t\\tt\\tt\\“\ % 10 20 30 40 50 60 70 80 90 100
2 RO
\\:‘\\\:\\\\\\ Fig. 8. First three temporal eigenfunctions for recedingizoor of 20
Sensors \\\ (Solid line: desired values - Dotted line: resulting vajues
10 w 20 s 40 S0 60 70 8 s 10
Time (Sec) temperature changes 3a0K; this results in a disturbance at

Fig. 6. Resulting temperature profile for receding horizor20f the system output. As shown in Fig. 10, the receding horizon

EBC is able to reject this disturbance by adjusting accord-

Using a control horizon 020 the results can be further ingly the boundary actuation. The open-loop EBC [14] is
improved. From Fig. 7 and Fig. 8 we observe that the secorithable to recover the prescribed performance.
and third spatialland temporal .eigenfunctions are_closer V. CONCLUDING REMARKS
than these of using control horizon 8. The resulting o ) _ . ]
temperature profile is given in Fig. 6. We have to note here 1€ application of a novel receding horizon eigenfunction
that there is a trade off in the accuracy of POD and theased .contr_ol sch.eme has .been examined in this paper..Our
choice of less snapshots. Therefore one should proceed wiENSIVe simulation experiments suggest that the applica
caution choosing the window size in order not to sacrificn Of this empirical eigenfunction based controller issno

the efficiency of POD in capturing the dynamics of thd’romising. Due to the novelty of the proposed idea there
system. are open problems for further investigation.

For the formulation of the proposed control schemes
we used the empirical eigenfunctions, that represent the

In this subsection we consider a disturbance rejectiotlynamics of the heat transfer in the examined geometry. The
problem. We suppose that at tinéd seconds the ambient minimization of the cost functions that consist of the sgati
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360

%330 [l]
F 320 \ 2]
AN SO\ \\
\&\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ )
W \\\\%“‘ .y g
300 \\\\\\
: \“t\\\\\\\\\\ 4
Sensors [ ]
50 60 70 80 90 100 [5]
h * " Time (Sec)
Fig. 9. Resulting temperature profile in presence of distcbausing [6]
open-loop EBC algorithm
[71
360 [8]
gaw s o
Bl O
MUNFANNN .
" W\\\\\\\ \‘MW [10]
R W
2 \\:\\\\:\\\\\\ [11]
Sensorg \
[12]
’ oo TiAn:e (Sec) [13]
Fig. 10. Resulting temperature profile in presence of distock using
closed-loop receding horizon EBC algorithm [14]

and temporal eigenfunctions was achieved by a constrained
move of the manipulated variables, in our case the boundaly!
energy supply. It would be valuable to examine algorithmgg;
that utilize all of the POD-based empirical eigenfunctions
in a multiple optimization problem. More specifically when
. ) . . . . [17]

the first eigenfunction does not cont&#’ of the “energy
of the system we want to use a sufficient number oft8]
eigenfunctions in a cost function to capture this energy.

This novel receding horizon controller was applied for the
regulation of temperature transients in a wafer-like crogs®l
section. Our analytical work and simulation results show,,
that the proposed approach can provide an efficient reduced
order boundary control method for even more complicate@!!
physical problems. In this direction, we are currently work
ing on analyzing the stability and convergence properties
of the proposed algorithm and applying the formulation to

more complex microchemical systems that incorporate fluid
flow and reactions.

REFERENCES

A. S. Pattekar and M. V. Kothare. A microreactor for hydeog
production in micro-fuel cell applications.Journal of Microelec-
tromechanical System&ebruary 2004.

K. F. Jensen. Microchemical systems: Status, challengdsoapor-
tunities. AIChE JournaJ 45(10):2051-2054, October 1999.

D. L. Brenchley and R. S. Wegeng. Status of microchemical
systems development in the United States of AmericdMRET 2:
Proceedings of the’2 International Conference on Microreaction
Technology pages 18-23, 1998.

P. D. Christofides. Control of nonlinear distributed pess systems:
Recent developments and challengeslChE Journa) 47(3):514—
518, March 2001.

M. W. Losey, R. J. Jackman, S. L. Firebaugh, M. A. Schmidg an
K. F. Jensen. Design and fabrication of microfluidic devices f
multiphase mixing and reactiodournal of Microelectromechanical
Systems11(6):709-717, December 2002.

A. D. Stroock, S. K. W. Dertinger, A. Ajdari, I. Mezic, H. AStone,
and G. M. Whitesides. Chaotic mixer for microchanneBcience
295:647-650, January 2002.

H. A. Stone, A. D. Stroock, and A. Ajdari. Engineering flsvin
small devices: Microfluidics toward a lab-on-a-chinnual Review
of Fluid Mechanics 36:381-411, 2004.

W. E. TeGrotenhuis, D. L. King, and K. P. Brooks. Optimigimi-
crochannel reactors by trading-off equilibrium and reactkinetics
through temperature management.IMRET 6: Proceedings of the
6" International Conference on Microreaction Technolpg@02.

L. G. Bleris and M. V. Kothare. Finite element method simigas of
microchannels for control and reduced order modeling apiics.
In Proceedings of the First International Conference on Mathécs
and Informatics for Industrypages 162-169, Thessaloniki, Greece,
April 2003.

L. G. Bleris, M. V. Kothare, J. G. Garcia, and M. G. Arnol&m-
bedded model predictive control for system-on-a-chip appbos.
In DYCOPS Boston, MA, July 2004.

A. Armaou and P. D.Christofides. Optimization of dynamansport-
reaction systems using nonlinear model reducti@memical Engi-
neering Scienge57:5083-5114, 2002.

S. Y. Shvartsman and |. G. Kevrekidis. Nonlinear modelucgihn
for control of distributed parameter systems: A computer gesis
study. AIChE Journaj 44:1579, 1998.

L. G. Bleris and M. V. Kothare. Model based control of tezngture
distribution in integrated microchemical systems.Froceedings of
the 2003 American Control Conferengeages 1308-1313, Denver,
CO, June 2003.

L. G. Bleris and M. V. Kothare. Boundary control of therdma
transients in microsystems using proper orthogonal decortiposi
In International Conference of Influence of Traditional Mattegics
and Mechanics on Modern Science and Technqldgssini, Greece,
May 2004.

J. L. Lumley. Stochastic Tools in Turbulencé&cademic Press, New
York, 1970.

P. Holmes, J. L. Lumley, and G. BerkoozTurbulence, coherent
structures, dynamical systems and symmeZgmbridge monographs
on Mechanics. Cambridge University Press, 1996.

L. Sirovich. Turbulence and the dynamics of cohereniditires: |,
I, ll. Quarterly of applied mathematicXLV:561-590, 1987.

L. G. Bleris and M. V. Kothare. Reduced order distrimiteoundary
control of thermal transients in microsystems via the use of eoapi
eigenfunctionssubmitted to: IEEE Transactions on Control Systems
Technology 2004.

COMSOL AB, Natick, MA. FEMLAB Reference ManuaNovember
2001.

] E. F. Camacho and C. Bordonglodel Predictive Control Springer,

New York, 1999.

C. Davis and W. M. Kahan. The rotation of eigenvectors dy
perturbation I1l. SIAM Journal of Numerical AnalysisZ(1):1-46,
1970.

4230



	MAIN MENU
	Front Matter
	Technical Program
	Author Index

	Search CD-ROM
	Search Results
	Print
	View Full Page
	Zoom In
	Zoom Out
	Go To Previous Document
	CD-ROM Help

	Header: Proceeding of the 2004 American Control Conference
Boston, Massachusetts June 30 - July 2, 2004
	Footer: 0-7803-8335-4/04/$17.00 ©2004 AACC
	Session: FrA10.1
	Page0: 4225
	Page1: 4226
	Page2: 4227
	Page3: 4228
	Page4: 4229
	Page5: 4230


