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Abstract— This paper studies the problem of the stochastic
stability and H∞ control for the continuous-time time-delay
systems with randomly Markovian jumping parameters. A
new delay-dependent condition on the stochastic stability
is proposed using a new stochastic Lyapunov-Krasovskii
functional. The condition is formulated as a set of coupled
linear matrix inequalities. Then a new stable H∞ control
design method is developed. At last a numerical example
illustrates the effectiveness of the proposed approach, and the
conservativeness is compared with the existing results.

I. INTRODUCTION

A class of linear stochastic systems, introduced by
Krasovskii and Lidskii in 1961 [13], has been received great
attention in the past decades. This family of systems is mod-
elled by a set of linear systems with the transitions between
the models determined by a Markov chain taking values in
a finite set. Applications of this class of systems may be
found in processes including those in production systems
and economic problems. Many fundamental properties and
control-theoretic problems are reported, see e.g. [14], [12],
[9], [8], [1], [7], [2], [3].

The presence of time-delay is very common in practical
dynamical systems. Extensive research has been conducted
with their stability and stabilization using linear static and
dynamic feedback, see, e.g., [10], [5] and the references
therein. Since the late 1980s, fairly complete solutions for
the H∞ control of linear time-invariant systems have been
obtained. The problem of H∞ control of linear uncertain
systems with time-delay has also gathered much attention
of researchers and some sufficient conditions have been
presented [15], [11], [6]. When time-delay control systems
are subject to the influence of the Markovian jumping
parameters, the behavior of the system becomes stochastic.
Standard techniques for the design of robust controller
of deterministic systems mentioned above are no longer
applicable.

In this paper, the stochastic stability and H∞ distur-
bance attenuation problem of the systems with time-delay
and Markovian jumping parameters are studied by a new
stochastic Lyapunov-Krasovskii functional approach. In [4],
a delay-independent condition on the stochastic stability
was presented for this class of jump time-delay systems.
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A delay-dependent stability condition is also presented in
[3]. In this paper, we will use a new Lyapunov-Krasovskii
functional to present a less conservative delay-dependent
condition.

The paper is organized as follows. Definitions and prelim-
inary results are given in Section 2 for state-delay systems
with Markovian jumping parameters. Sufficient conditions
on stochastic stability and the H∞ disturbance attenuation
problem are developed in Sections 3 and 4 by a new
Lyapunov-Krasovskii functional involving the derivative
variable of the state. A design method on the state feedback
controller is also developed by the LMI optimization based
approach. A numerical example is presented in Section 5
to show the effectiveness of the result and the comparison
with the known results. The paper is concluded in Section
6.

Notations: The following notations will be used through-
out the paper. R denotes the set of real numbers, Rn

denotes the n dimensional Euclidean space, and Rm×n

denotes the set of all m×n real matrices. The notation X ≥
Y (respectively, X > Y ), where X and Y are symmetric
matrices, means that the matrix X−Y is positive semidef-
inite (respectively, positive definite). Cn,τ = C([−τ, 0],Rn)
denotes the Banach space of continuous vector functions
mapping the interval [−τ, 0] into Rn with the topology of
uniform convergence. The following norms will be used:
||·|| refers to either the Euclidean vector norm or the induced
matrix 2-norm; ||ψ||c = sup−τ≤t≤0 ||ψ(t)|| stands for the
norm of a function ψ ∈ Cn,τ . Moreover, we denote by C v

n,τ

the set defined by Cv
n,τ = {ψ ∈ Cn,τ : ||ψ||c < v}, where v

is a positive real number. E[·] stands for the mathematical
expectation.

II. PROBLEM STATEMENT

Consider the class of linear state-delay systems with
Markovian jumping parameters

ẋ(t) = A1(r(t))x(t) +A2(r(t))x(t − τ )
+B1(r(t))w(t) +B2(r(t))u(t), (1)

z(t) = C1(r(t))x(t) + C2(r(t))x(t − τ )
+D1(r(t))w(t) +D2(r(t))u(t), (2)

x(t) = ψ(t), t ∈ [−τ, 0], r(0) = r0, (3)

where x(t) ∈ Rn is the system state, w(t) ∈ Rq the exoge-
nous disturbance input which belongs to L2[0,∞), u(t) ∈
Rm the control input and z(t) ∈ Rp the output to be con-
trolled. A1(r(t)), A2(r(t)), B1(r(t)), B2(r(t)), C1(r(t)),
C2(r(t)), D1(r(t)) and D2(r(t)) are matrix functions of



the random jumping process {r(t)}. r(t) is a finite state
Markov jump process representing the system mode, that
is, r(t) takes discrete values in a given finite set S =
{1, 2, . . . , s}. Let Π = [πij ], where i, j = 1, 2, . . . , s,
denote the transition probability matrix with

Pr{r(t+∆) = j|r(t) = i} =
{

πij∆ + o(∆) i �= j
1 + πii∆ + o(∆) i = j

,

(4)
where ∆ > 0, πij ≥ 0 for i �= j, with

s∑
j=1,j �=i

πij = −πii, (5)

for each mode i ∈ S, and o(∆)/∆ → 0 as ∆ → 0. τ is
the constant delay time of the state in the system. ψ(t) is
a vector-valued initial continuous function defined on the
interval [−τ, 0], and r0 ∈ S are the initial conditions of the
continuous state and the mode respectively.

When the system operates in the i-th mode (r(t) =
i), A1(r(t)), A2(r(t)), B1(r(t)), B2(r(t)), C1(r(t)),
C2(r(t)), D1(r(t)) and D2(r(t)) are denoted as A1i, A2i,
B1i, B2i, C1i, C2i, D1i and D2i respectively. In the fol-
lowing, we will use x(t) to represent the solution of system
(1)–(4) at time t corresponding to the initial conditions ψ(t)
and r0, and x0 represents x(t) at t = 0. First we introduce
the definitions of stochastic stability and H∞ disturbance
attenuation performance of the jump time-delay systems [4]
with u(t) ≡ 0.

Definition 1: The autonomous jump time-delay system
(1)–(4) is said to be stochastically stable if, when w(t) ≡ 0,
for all finite ψ(t) ∈ Rn defined on [−τ , 0] and initial mode
r0 ∈ S, there exists a M̃ > 0 satisfying

lim
T→∞

E

{∫ T

0

xT (t)x(t)dt

∣∣∣∣∣ψ, r0
}

≤ xT
0 M̃x0.

Definition 2: For a real number γ > 0, the autonomous
jump time-delay system (1)–(4) is said to possess the γ-
disturbance attenuation property if for all w ∈ L2[0,∞),
w �= 0, the system (1)–(4) is stochastically stable and the
response z : [0,∞) → Rp under zero initial condition, i.e.,
ψ = 0, satisfies

E
{∫ ∞

0

zT (t)z(t)dt
}

≤ γ2

∫ ∞

0

wT (t)w(t)dt. (6)

Let

||w||2 �
{∫ ∞

0

wT (t)w(t)dt
}1/2

,

||z||2 �
{
E

∫ ∞

0

zT (t)z(t)dt
}1/2

,

and Tzw denote the system from the exogenous input w(t)
to the controlled output z(t), then the H∞-norm of Tzw is

||Tzw||∞ = sup
w(t)∈L2(0,∞)

||z||2
||w||2 .

Hence, (6) implies ||Tzw||∞ ≤ γ. In other words, γ-
disturbance attenuation implies γ-suboptimal H∞ control.

III. STOCHASTIC STABILITY ANALYSIS

In this section, we will establish a delay-dependent
stability condition for the autonomous jump time-delay
system with w(t) ≡ 0 by applying a new Lyapunov-
Krasovskii functional. In [4], a delay-independent condition
on the stochastic stability was presented for this class of
jump time-delay systems. It is well known that the delay-
independent result may be very conservative in practice,
especially in situations where delays are small. When study-
ing the stability of an industrial process, it is almost always
necessary to use a criterion which is delay-dependent.

A. Stability analysis

Theorem 1: The autonomous jump time-delay system
(1)–(4) is stochastically stable for τ ≤ τ 0 if, for each mode
i ∈ S, there exist matrices Pi > 0, Q > 0, S > 0, Hi >
0, Ni satisfying the following LMIs[

M0i + τ0(AT
1iSA1i +Hi) ∗

AT
2iPi −NT

i + τ0A
T
2iSA1i −Q+ τ0A

T
2iSA2i

]
< 0,

(7)[
Hi Ni

NT
i S

]
≥ 0, (8)

for i = 1, . . . , s, where ∗ represents blocks that are readily
inferred by symmetry and

M0i � AT
1iPi + PiA1i +

s∑
j=1

πijPj +Q+Ni +NT
i .

Proof: Let the mode at time t be i, that is r(t) = i ∈ S.
Then the autonomous jump time-delay system is

ẋ(t) = A1ix(t) +A2ix(t− τ ), (9)

x(t) = ψ(t), t ∈ [−τ , 0], r(0) = r0.

To simplify the notation in the proof, x(t) is used to denote
the solution x(t, ψ, r0) under the initial condition ψ(t) and
r0.

Since x(t) is continuously differentiable for t ≥ 0,
Leibniz-Newton formula gives

x(t− τ) = x(t) −
∫ t

t−τ

ẋ(s)ds

for t ≥ τ. Then the system is equivalent to:

ẋ(t) = Aix(t) −A2i

∫ t

t−τ

ẋ(s)ds,

where Ai = A1i + A2i. Hence, the global uniform
asymptotic stability of the above system will ensure the
global uniform asymptotic stability of the original time-
delay system [10].

In the following, we will use xt, ∀t > 0, to denote the
restriction of x to the interval [t−τ , t] translated to [−τ, 0],
that is, xt(θ) = x(t+θ), ∀θ ∈ [−τ, 0]. Noticing that r(t) is
a Markov process, it is easy to find that with known initial
condition x0 = ψ(t), (xt, r(t)) is also a Markov process.



Take the stochastic Lyapunov-Krasovskii functional
V (·, ·) : R

n × S → R+ to be

V (xt, i) � V1(xt, i) + V2(xt, i), (10)

V1(xt, i) � xT (t)Pix(t), (11)

V2(xt, i) �
∫ t

t−τ

xT (s)Qx(s)ds

+
∫ 0

−τ

∫ t

t+θ

ẋT (s)Sẋ(s)dsdθ. (12)

The weak infinitesimal operator A of the stochastic process
{r(t), x(t)}, t ≥ 0, is given by

AV (xt, r(t)) = lim
∆→0

1
∆

· [E{V (x(t + ∆), r(t + ∆))|xt, r(t)} − V (xt, r(t))] .

We have

AV1 = xT (t)(AT
i Pi + PiAi +

s∑
j=1

πijPj)x(t)

−2xT (t)PiA2i

∫ t

t−τ

ẋ(s)ds,

AV2 = xT (t)Qx(t) − xT (t− τ )Qx(t− τ )

+τẋT (t)Sẋ(t) −
∫ 0

−τ

ẋT (t+ θ)Sẋ(t+ θ)dθ,

Note that [16]

−2xT (t)PiA2i

∫ t

t−τ

ẋ(s)ds

≤ τxT (t)Hix(t) + 2xT (t)(Ni − PiA2i)
∫ t

t−τ

ẋ(s)ds

+
∫ t

t−τ

ẋT (θ)Sẋ(θ)dθ,

for any matrices Hi, Ni and S satisfying (8). Hence

AV (xt, i) = AV1(xt, i) + AV2(xt, i)
≤ xT

e (t)Mixe(t),

where xT
e =

[
xT (t) xT (t− τ )

]
and

Mi =
[
Mi0 + τ (AT

1iSA1i +Hi) ∗
AT

2iPi −NT
i + τAT

2iSA1i −Q+ τAT
2iSA2i

]
.

It is easy to see that Mi < 0 if LMI (7) holds for any
τ ≤ τ0.

Note that Mi < 0, we have

AV (xt, i) ≤ −β1x
T
e (t)xe(t)

where β1 = mini∈S(λmin(−Mi)) > 0. By Dynkin’s
formula, we have for each r(t) = i ∈ S, t > 0

E {V (xt, i)} − V (ψ, r0) = E
{∫ t

0

AV (xs, r(s))ds
}

≤ −β1

∫ t

0

E
{
xT

e (s)xe(s)
}
ds

On the other hand, for each r(t) = i, we can show that

E {V (xt, i)} = E {V1(xt, i)} + E {V2(xt, i)}
≥ β2E

{
xT

e (t)xe(t)
}

where β2 = mini∈S(λmin(Pi)) > 0. The above two
inequalities imply that

E
{
xT

e (t)xe(t)
} ≤ −λ1

∫ t

0

E
{
xT

e (s)xe(s)
}
ds

+λ2V (x0, r0)

where λ1 = β1β
−1
2 , λ2 = β−1

2 . Then, we obtain

E
{
xT

e (t)xe(t)
} ≤ λ2 exp(−λ1t)V (x0, r0)

Therefore,

E
{∫ t

0

xT
e (s)xe(s)ds|ψ, r0

}
≤ λ−1

1 λ2[1 − exp(−λ1t)]V (x0, r0)

Taking limit as t→ ∞, we have

lim
t→∞E

{∫ t

0

xT
e (s)xe(s)ds|ψ, r0

}
≤ λ−1

1 λ2V (x0, r0)

Noting that there always exists a scalar c > 0, such that
λ−1

1 λ2V (x0, r0) ≤ c supτ0≤s≤0 |ψ(s)|2, it then follows that
the system is stochastically stable.

Based on Theorem 1, one can determine an upper bound
of time-delay τ such that the time-delay jump system
is stochastic stable by solving a following optimization
problem.

It should note that the Lyapunov functional (10) is
different to that of [3]. In (10), the derivative variable of
the state ẋ is involved. We will show that our result is less
conservative than that of [3] by a numerical example.

B. State feedback design

In this subsection, we consider the following state feed-
back controller design

u(r(t)) = F1(r(t))x(t) + F2(r(t))x(t − τ). (13)

The above control law is the general formula of the state
feedback. When F2 = 0, it is just the instantaneous state
feedback, while it is the delayed state feedback when F1 =
0. The closed-loop system can then be written as

ẋ(t) = Â1(r)x(t) + Â2(r)x(t − τ ) +B1(r)w(t),
z(t) = Ĉ1(r)x(t) + Ĉ2(r)x(t − τ ) +D1(r)w(t),

where

Âj(r(t)) = Aj(r(t)) +B2(r(t))Fj(r(t)),

Ĉj(r(t)) = Cj(r(t)) +D2(r(t))Fj (r(t)), j = 1, 2.

By Theorem 1, we know that the closed-loop system is
stochastically stable for τ ≤ τ 0 if, for each mode i ∈ S,



there exist matrices Pi > 0, Q > 0, S > 0, Hi > 0, Ni

satisfying the following LMIs[
Mi0 + τ (ÂT

1iSÂ1i +Hi) ∗
ÂT

2iPi −NT
i + τÂT

2iSÂ1i −Q+ τÂT
2iSÂ2i

]
< 0, (14)[

Hi Ni

NT
i S

]
≥ 0, (15)

where

M0i � ÂT
1iPi + PiÂ1i +

s∑
j=1

πijPj +Q+Ni +NT
i .

It is easy to see that (14) is equivalent to
 M0i + τHi PiÂ2i −Ni τÂT

1i

ÂT
2iPi −NT

i −Q τÂT
2i

τÂ1i τÂ2i S−1


 < 0. (16)

Define

∆i � XiA
T
1i +A1iXi + Y T

1iB
T
2i +B2iY1i + πiiXi (17)

Ξi �
[ √

πi,1Xi · · · √
πi,i−1Xi√

πi,i+1Xi · · · √
πi,sXi

]
(18)

Υi � diag
[
X1 · · · Xi−1 Xi+1 · · · Xs

]
(19)

and let

Y1i = F1iXi, Y2i = F2iXi, Q̂ = Q−1,

N̂i = XiNiXi, Ĥi = XiHiXi, Ŝ = S−1.

It is easy to see that the inequalities (14) and (15) are
equivalent to




∆i + N̂i + N̂T
i + τĤi ∗ ∗ ∗

XiA
T
2i + Y T

2iB
T
2i − N̂T

i T22 ∗ 0 0
τ (A1iXi +B2iY1i) T32 −Ŝ 0 0

ΞT
i 0 0 −Υi 0
Xi 0 0 0 −Q̂


<0,

[
Ĥi N̂i

N̂T
i XiŜ

−1Xi

]
≥0,

respectively, where

T22 = −XiQ̂
−1Xi,

T32 = τ (A2iXi +B2iY2i).

Note that

XiŜ
−1Xi ≥ 2Xi − Ŝ, XiQ̂

−1Xi ≥ 2Xi − Q̂.

Then we have the following theorem.
Theorem 2: There exists a state feedback control (13)

such that the jump time-delay system (1)–(4) is stochasti-
cally stabilized for τ ≤ τ 0 if, for each mode i = 1, . . . , s,
there exist matrices Xi > 0, Q̂ > 0, Ŝ > 0, Ĥi > 0, N̂i and

Y1i, Y2i satisfying the following LMIs

Z11 ∗ ∗ ∗ ∗
Z21 Z22 ∗ 0 0
Z31 Z32 −Ŝ 0 0
ΞT

i 0 0 −Υi 0
Xi 0 0 0 −Q̂


 < 0, (20)

[
Ĥi N̂i

N̂T
i 2Xi − Ŝ

]
≥ 0, (21)

where

Z11 = ∆i + N̂i + N̂T
i + τ0Ĥi,

Z21 = XiA
T
2i + Y T

2iB
T
2i − N̂T

i ,

Z22 = −Q̂+ 2Xi,

Z31 = τ0(A1iXi +B2iY1i),
Z32 = τ0(A2iXi +B2iY2i).

Then the feedback control law can be obtained by F 1i =
Y1iX

−1
i and F2i = Y2iX

−1
i .

IV. H∞ DISTURBANCE ATTENUATION ANALYSIS

In this section, we analyze the H∞ disturbance attenua-
tion performance of the jumped time-delay systems.

Theorem 3: For the autonomous jump time-delay system
(1)–(4) and a given disturbance attenuation level γ, it
possesses the γ-disturbance attenuation property for 0 ≤
τ ≤ τ0, for all w ∈ L2[0,∞), w �= 0, if for each mode
i ∈ S, there exist matrices Pi > 0, Q > 0, S > 0, Hi > 0,
and Ni satisfying the coupled LMIs (8) and

Θi �


 Mi0 + T11 ∗ ∗

T21 T22 ∗
BT

i Pi +DT
1iC1i DT

1iC2i T33


 < 0, (22)

for i = 1, . . . , s, where

T11 = τ0(AT
1iSA1i +Hi) + CT

1iC1i,

T21 = AT
2iPi −NT

i + τ0A
T
2iSA1i + CT

2iC1i,

T22 = −Q+ τ0A
T
2iSA2i + CT

2iC2i,

T33 = −γ2I +DT
1iD1i.

Proof: Let the mode at time t be i, that is r(t) = i ∈ S.
The the autonomous system can be rewritten as

ẋ(t) = A1ix(t) +A2ix(t− τ) +B1iw(t), (23)

z(t) = C1ix(t) + C2ix(t − τ) +D1iw(t). (24)

It is equivalent to the following system:

ẋ(t) = Aix(t) +B1iw(t) −A2i

∫ t

t−τ

ẋ(s)ds,

z(t) = C1ix(t) + C2ix(t− τ ) +D1iw(t),
x(t) = 0, t ≤ 0.

It can be easily seen that inequality (22) implies inequality
(7). Therefore it follows from Theorem 1 that the au-
tonomous jump system with w(t) = 0 is stochastically
stable.



Choose the stochastic Lyapunov functional V̂ (·, ·) : Rn×
S → R+ as in (10), (11) and (12). Then we have

AV (xt, i) ≤ xT
e (t)Mixe(t) + 2xT (t)PiBiw(t),

In the following, we assume zero initial condition, x(t) = 0
for t ∈ [−τ , 0], and define

JT � E
{∫ ∞

0

[zT (t)z(t) − γ2wT (t)w(t)]dt
}
.

From Dynkin’s formula [14] and the fact that x t=0 = 0, we
have

E{V̂ (xt=∞, r(∞))} = E
{∫ ∞

0

AV̂ (xs, r(s))ds
}
,

since V (xt=0, r0) = 0. On the other hand, since w(t) ∈
L2[0, ∞), the stability of the system for 0 ≤ τ ≤ τ 0,
implies the boundedness of ||z||2 and that x(t) tends to
zero as t→ ∞. Then, for any nonzero w(t) ∈ L2[0, ∞),

JT =E{
∫ ∞

0

[zT (t)z(t) − γ2wT (t)w(t) + AV̂ (xt, r]dt}
−E{V̂ (xt=∞, r(∞))}.

So

JT ≤E{
∫ ∞

0

[zT (t)z(t) − γ2wT (t)w(t) + AV̂ (xt, r)]dt}

=
∫ ∞

0

[σT (t)Θiσ(t)]dt,

where

σ(t) �
[
xT (t) xT (t− τ ) wT (t)

]T
.

Note that Θi < 0 if LMI (22) holds. Therefore, JT < 0
and the dissipativity inequality (6) holds for t > 0 if LMI
(22) and (8) hold. In other words, we have z ∈ L 2[0,∞),
for any nonzero w ∈ L2[0,∞), and ||z||2 < γ||w||2.

Remark 1: Similarly, we can determine an upper bound
for τ such that the closed-loop system possesses a given γ-
disturbance attenuation property by solving a corresponding
optimization problem when the disturbance attenuation level
γ is given. Also, if an upper bound τ 0 of τ is known, we
can determine a lower bound of the disturbance attenuation
level by solving the following optimization problem

Op: min γ2

subject to Xi > 0, Q > 0, S > 0, Hi > 0,
and LMIs (22), (8).

In [4], the authors presented delay-independent condi-
tions on the stochastic stabilizability and H∞ γ-disturbance
attenuation. The results there are applicable to those sit-
uations where a priori knowledge of delay time is not
available. However, they may be very conservative in prac-
tice, especially in situations where delays are small. The
above theorems can be easily extended to γ-suboptimal H∞
control of jump linear systems without delay. In [8], the
suboptimal H∞ control problem was addressed based on a
set of coupled algebraic Riccati equations for a special class

of jump linear systems without delay. However, no solution
method for these coupled equations was presented. In [3],
by a similar Lyapunov-Krasovskii functional as in [6], a
delay-dependent stochastic stability condition is proposed.
We will show in the next section that our new conditions
are less conservative than that of [3].

Theorem 4: There exists a state feedback control (13)
such that the jump time-delay system (1)–(4) possesses the
γ-disturbance attenuation property for all τ ≤ τ 0 if, for
each mode i = 1, . . . , s, there exist matrices Xi > 0, Q̂ >
0, Ŝ > 0, Ĥi > 0, N̂i and Y1i, Y2i satisfying LMIs (21) and



Z11 ∗ ∗ Ξi Xi B1i ∗
Z21 Z22 ∗ 0 0 0 ∗
Z31 Z32 −Ŝ 0 0 0 0
ΞT

i 0 0 −Υi 0 0 0
Xi 0 0 0 −Q̂ 0 0
BT

1i 0 0 0 0 −γ2I DT
1i

Z61 Z62 0 0 0 D1i −I



< 0,

where

Z61 = C1iXi +D2iY1i

Z62 = C2iXi +D2iY2i.

Then the feedback control law can be obtained by F 1i =
Y1iX

−1
i and F2i = Y2iX

−1
i .

V. NUMERICAL EXAMPLE

In this section, we present a simple example to illustrate
the usefulness of the proposed results. We borrow the
example with two modes from [2]. The dynamics in each
mode is described as follows

A11 =
[

0.5 −1
0 −3

]
, A21 =

[
0.5 −0.2
0.2 0.3

]
,

A12 =
[ −5 1

1 0.2

]
, A22 =

[ −0.3 0.5
0.4 −0.5

]
.

The initial condition is assumed to be x(t) =
[

1 1
]T

and r(t) = 1 for −τ ≤ t ≤ 0. The generator matrix of the
stochastic process r(t) is

Π =
[ −π1 π1

π2 −π2

]
.

When π1 = 7 and π2 ≤ 6, the result of [2] cannot judge
the stability. When π2 = 6, the system is found to be delay-
independent stable by the result of [4]. However, when
π2 = 3, the optimization algorithm of [4] is infeasible,
which means the stability of the system cannot be judged.
Fortunately, by Theorem 1, we can obtain a feasible solution
when τ 0 ≤ 1.23, and hence we can conclude on the stability
of the system when τ 0 ≤ 1.23. Note that the upper bound
of time-delay which can be obtained by the theory of [3]
is τ0 ≤ 0.84. This implies our result is less conservative
than that of [3]. The simulation also shows the system is
stable when τ = 1.23. Figure 1 gives the state and mode
trajectories.
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Fig. 1. Mode and state trajectories of the example.

VI. CONCLUSION

In this paper, we proposed a new Lyapunov-Krasovskii
functional for the stochastic stability analysis and H∞ con-
trol design problem of the jump systems with time-delay. A
new delay-dependent sufficient condition on the stochastic
stability and γ-disturbance attenuation was presented based
on the stochastic Lyapunov-Krasovskii stability approach.
A design method on the general state feedback controller
involving instantaneous state feedback and delayed state
feedback was also developed by the LMI optimization
method. The problem of determining the upper bound of the
time-delay such that the jump system is stochastically stable
and with a given γ-disturbance attenuation performance is
formulated to an LMI optimization problem. A numerical
example is also presented to illustrate the effectiveness of
the proposed method and compare the conservativeness with
the known results.
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