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Abstract— Since most processes have nonlinearities, con- the MB modeling method is discussed. A few PID controllers
troller design schemes to deal with such systems are required. have been already proposed based on the JIT method[10]
On the other hand, PID controllers have been widely used for and the MoD method[11] which belong to the MB modeling

process systems. Therefore, in this paper, a new design scheme . .
of PID controllers based on a memory-based(MB) modeling is methods. According to the former method, the JIT method is

proposed for nonlinear systems. According to the MB modeling Used as the purpose of supplementing the feedback controller
method, some local models are automatically generated based with a PID structure. However, the tracking property is not

on input/output data pairs of the controlled object stored in  guaranteed enough due to the nonlinearities in the case where
the data-base. The proposed scheme generates PID parameters,qtarance signals are changed, because the controller does not
using stored input/output data in the data-base. This scheme . . .2
can adjust the PID parameters in an on-line manner even if includes any integral action in the whole control system. On
the system has nonlinear properties. Finally, the effectiveness the other hand, the latter method has a PID control structure.
of the newly proposed control scheme is numerically evaluated PID parameters are tuned by operators’ skills, and they are
on a simulation example. stored in the data-base in advance. And also, a suitable set of
| INTRODUCTION PID parameters is generated using the stored datg. Howgver,
the good control performance cannot be necessarily obtained
In recent years, many complicated control algorithms sudh the case where nonlinearities are included in the controlled
as adaptive control theory or robust control theory have beebject and/or system parameters are changed, because PID
proposed and implemented. However, in industrial processgsarameters are not tuned in an on-line manner corresponding
PID controllers[1], [2], [3] have been widely employedto characteristics of the controlled object.
for about 8% or more of control loops. The reasons are Therefore, in this paper, a design scheme of PID con-
summarized as follows. (1) the control structure is quitrollers based on the MB modeling method is newly pro-
simple; (2) the physical meaning of control parameters igsosed. According to the proposed method, PID parameters
clear; and (3) the operators’ know-how can be easily utilizegihich are obtained using the MB modeling method are
in designing controllers. Therefore, it is still attractive toadequately tuned in proportion to control errors, and modified
design PID controllers. However, since most process systerR$D parameters are stored in the data-base. Therefore, more
have nonlinearities, it is difficult to obtain good controlsuitable PID parameters corresponding to characteristics of
performances for such systems simply using the fixed Plthe controlled object are newly stored. Moreover, an algo-
parameters. Therefore, PID parameters tuning methods usifigim to avoid the excessive increase of the stored data,
neural networks(NN)[4] and genetic algorithms(GA)[5] haves further discussed. This algorithm yields the reduction of
been proposed until now. According to these methods, thheemories and computational costs. Finally, the effectiveness
learning cost is considerably large, and these PID paramet@fsthe newly proposed control scheme is examined on a
cannot be adequately adjusted due to the nonlinear propgfmulation example.
ties. Therefore, it is quite difficult to obtain good control
performances using these conventional schemes.
By the way, development of computers enables us to
memorize, fast retrieve and read out a large number @& MB modeling method
data. By these advantages, the following method has beengi ot the following discrete-time nonlinear system is con-
proposed: Whenever new data is obtained, the data is storgg aq-:
Next, similar neighbors to the information requests, called 1) = f(o(t—1)) (1)
'queries, are selected from the stored data. Furthermore, U ) ’
the local model is constructed using these neighbors. Thigherey(t) denotes the system output afi¢) denotes the
memory-based(MB) modeling method, is callest-In-Time  nonlinear function. Moreover(t — 1) is called information
(JIT) method[6], [7] ,Lazy Learning method[8] or Model-on- vector’, which is defied by the following equation:
Demand(MoD)[9], and these scheme have lots of attention
in last decade. o(t) = y(t—1), -, ylt —ny),
In this paper, a design scheme of PID controllers based on u(t—1),-ult—ny) |, (2

II. PID CONTROLLER DESIGN BASED ON MEMORYBASED
MODELING METHOD
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where u(t) denotes the system input. Alse,, and n, where F(-) denotes a nonlinear function. Since the future
respectively denote the orders of the system output and thatputy(¢ + 1) included in Eq.(13) cannot be obtainedtat
system input, respectively. According to the MB modelingy(¢ + 1) is replaced by (¢ + 1). Because the control system
method, the data is stored in the form of the informatiorso that can realizg(t + 1) — (¢t + 1), is designed in this
vector ¢ expressed in Eq.(2). Moreovef(t) is required in  paper. Thereforep(t) included in Eq.(13) is newly rewritten
calculating the estimate of the outpy(tt + 1) called ‘query’.  as follows:

That is, after some similar neighbors to the query are selected B

from the data-base, the predictive value of the system can be ~ @(t) := [ 7(t +1),7(t),y(t), -, y(t —ny + 1),
obtained using these neighbors. u(t—1), -, ult —n, +1) 1. (14)

B. Controller design based on MB modeling method

In this paper, the following control law with a PID  After the above preparation, a new PID control scheme is
structure is considered: designed based on the MB modeling method. The controller

kT, T design algorithm is summarized as follows.
Au(t) = e(t) — k. (A + %M) NORRC) gn &g
I s L.
_ _ _ 5 [STEP 1] Generate initial data-base
= Kie(t) = Kpay(t) - KpAy(®), - (4) The MB modeling method cannot work if the past data
wheree(t) denotes the control error signal defined by is not saved at all. Therefore, PID parameters are firstly
o 5 calculated using Ziegla& Nichols method[2] or Chien,
e(t) =r(t) —y(). ) Hrones& Reswick(CHR) method[3] based on historical data

r(t) denotes the reference signal. Alsk,, 77 and Tp Of the controlled object in order to generate the initial data-
respectively denote the proportional gain, the reset time afd@se. That is®(j) indicated in the following equation is
the derivative time, and’; denotes the sampling interval. generated as the initial data-base:

Here, Kp, K and Kp included in Eq.(4) are derived by the ) _ ) )

relationsK p = k., K; = k.T,/T; and Kp = chD/TS. A ®(j):=[00(), K(G) ], j=12,---,N(0) (15)
denotes the differencing operator defineddy= 1 — 2z~

Here, it is quite difficult to obtain a good control performanc ! :
due to nonlmeantles if PID parameteksg, K, Kp) in %oreoverN( 0) denotes the number of information vectors

Ca(6) ar e Tk 3 nw contel b B e o
posed, which can adjustPID parameters in an on-line mannﬁ1 “K(2) — - — K(N(O) in the initial st q
corresponding to characteristics of the system. Thus, inste ) =K(2) = =K(N(0) € al stage.

of Eq.(4), the following PID control law with variable PID
parameters is employed:

where ¢(j) and K(j) are given by Eq.(14) and Eq.(9).

[STEP 2] Calculate distance and select neighbors
Distances between the query(t) and the information
Au(t) = Ki(t)e(t) — Kp(t)Ay(t) — Kp(t)A%y(t). (6) vectorsg(i)(i # k) are calculated using the following, -

. . . norm with some weights:
Now, Eq.(6) can be rewritten as the following relations: g

u(t) = g(@' (1)) () T A —al)
d((t), (5)) = k J) 16
0) = K000 - Dyt -2 -0] @ OO 2 G —mmaom| ¢

K(t) := [Kp(t), Ki(t), Kp(1)], ) (j=1,2,---,N(t))

whereg(-) denotes a linear function. By substituting Eq.(7) , ,
and Eq.(8) into Eq.(1) and Eq.(2), the following equation CanhereN( ) denotes the number of information vectors stored

be derived: in the data-base when the quepyt) is given. Furthermore,
. #1(7) denotes thd-th element of thej-th information vec-
y(t+1) = h(a(1)) (10)  tor. Similarly, ¢;(t) denotes the-th element of the query

G(t) == [ y(t), -, ylt —ny + 1), K(t), (), at t. Moreover, max¢;(m) denotes the maximum element

w(t — 1), ult —ng +1) ], (11) 2among thel-th elemeqt of all information _ve.ctoré.(j)J Jj=
1,2,---,N(t)) stored in the data-base. Similarlying;(m)
wheren,, > 3, n,, > 2, andh(-) denotes a nonlinear function. denotes the minimum element. Herk, pieces with the

Therefore K(t) is given by the following equations: smallest distances are chosen from all information vectors.
- K(t) = F(¢(t)) (12) [STEP 3] Construct local model

o(t) = [yt +1),y(t), -, ylt —ny + 1), Next, using & neighbors selected in STEP 2, the lo-

r(t),u(t —1),---,u(t —n, +1) ], (13) cal model is constructed based on the following Linearly
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Weighted Average(LWA)[12]: Note thata priori information with respect to the system
Jacobiandy(t + 1)/0u(t) is required in order to calculate
Eq.(25). Here, using the relation= |z|sign(z), the system

Jacobian can be obtained by the following equation:

Jy(t+1) |oy(t+1)] . dy(t+1)
Jult) “ dult) ‘ ( Dult) ) (26)

k k
K(t) = > wK(i), Y wi=1, (17)
=1 =1

where w; denotes the weight corresponding to tiuh
information vector¢(i) in the selected neighbors, and is
calculated by:

Ny +ny+1
w; = Z 1-—

=1

wheresign(xz) = 1(z > 0), —1(z < 0). Now, if the sign

of the system Jacobian is known in advance, by including
|Oy(t+1)/0u(t)| in n, the usage of the system Jacobian can
make easy[14]. Therefore, it is assumed that the sign of the
system Jacobian is known in this paper.

[9u(t) — du(i))?
[mnilxdgl (m) — min P (m)P) _ (18)

[STEP 4] Data adjustment
In the case where information corresponding to the currep§TEP 5] Remove redundant data
state of the controlled object is not effectively saved in | jmplementing to real systems, the newly proposed
the data-base, a suitable set of PID parameters cannot §é,eme has a constraint that the calculation from STEP 2
effectively calculated. That is, it is necessary to adjust PIl; STEP 4 must be finished within the sampling time. Here,
parameters so that the control error decreases. Therefore, %‘Bring the redundant data in the data-base needs excessive
parameters obtained in STEP 3 are updated correspondingghmpytational time. Therefore, an algorithm to avoid the
the control error, and these new PID parameters are storgdeessive increase of the stored data, is further discussed.
in the data-base. The following steepest descent method+ife procedure is carried out in the following two steps.

utilized in order to modify PID parameters: First, the information vector® (i) which satisfy the fol-

Krew(r) = Keld(g) — &g (It< ?;)1) (19) lowing first condition, are extracted from the data-base:
n = [np,nr,mp), (20) [First condition]
wheren denotes the learning rate, and the followihg+ 1) d(o(t), (i) <ay, i=1,2,--- N(t)—k (27)
denotes the error criterion: B
1 where®(:) is defined by
J(t+1):= §a(t +1)? (21)
e(t) = yr(t) — y(t). (22) B(0) = [6() K@]. i=1,2,- (28)

y-(t) denotes the output of the reference model which is

given by: Moreqver, the informatiqn vector®(i) which satisfy the
i) following second condition, are further chosen from the
-z extracted® (4):
T(z—l) = 14tz +ta272 (24) [Second condition]
Here, T(z') is designed based on the reference 3 K (i) — Krev(t) 2
literature[13]. Moreover, each partial differential of Eq.(19) Z {w} < ag, (29)
is developed as follows: 1=1 !
OJ(t+1)  9J(t+1)0e(t+1) dy(t+1) u(t) where ® (1) is defined by
OKp(t)  0Oe(t+1)0yt+1) Ou(t) OKp(t)
B oy(t+ 1) R - R R
=l D) =yl =)= 6y ()= [06), KO)|. i=1.2,- (30)
oJ(t+1) 0J(t+1)0e(t+1)dy(t+1) dul(t)
OK(t) — Oe(t+1) dy(t+1) Ou(t) OK(t) If there exist plural®(i), the information vector with the

— et + 1)4@%

Jt+1) 0  Oe(t+1)dy(t+1) du(t)
OKp(t) — Oe(t+1)dy(t+1) dul(t) 8KD§t)

== (D)~ 20t D hy(e-2) b,

(25)

smallest value in the second condition among @lk:), is
only removed. By the above procedure, the redundant data
can be removed from the data-base.

Here, a block diagram summarized mentioned above al-
gorithms are shown in Fig.1.
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Fig. 1. Block diagram of the proposed system.
4.5 — System 1] ,"
3.5F ,'I
3b I,'
> 2.5 .

Here, the reference signal(t) is given by:

0.5(0 < t < 50)
o) = ) 1050 <t < 100)

2.0(100 < t < 150)

1.5(150 < ¢ < 200).

(33)

The information vecto is defined as follows:

O(t) = [ r(t+1),r(t),
y(8),y(t —1),y(t = 2),u(t —1) | (34)

The desired characteristic polynomi&{z~!) included in the
reference model was designed as follows:

T(z')=1-02712"140.0183272,  (35)

where T(z7!) was designed based on the reference

literature[13]. Furthermore, the user-specified parameters in-
cluded in the proposed method are determined as shown in
Table I.

TABLE |
USER-SPECIFIED PARAMETERS INCLUDED IN THE PROPOSED
METHOD (HAMMERSTEIN MODEL).

1.5¢ 13

0.5F e

Fig. 2. Static properties of System 1 and System 2.

Il. SIMULATION EXAMPLE

Orders of the information vectof n, =3
Ny = 2
Number of neighbors k=6
np = 0.8
Learning rates nr =0.8
np = 0.2
Coefficients to inhibit the data| a1 = 0.5
az = 0.1
Initial number of data N(0)=6

For the purpose of comparison, the fixed PID control scheme
which has widely used in industrial processes was first

In order to evaluate the effectiveness of the newly proposezinployed, whose PID parameters were tuned by CHR
scheme, a simulation example for a nonlinear system is comethod[3]. Then, PID parameters were calculated as

sidered. As the nonlinear system, the following Hammerstein

model[15] is discussed:
[System 1]

y(t) = 0.6y(t — 1) — 0.1y(t — 2)
+1.22(t — 1) — 0.1z(t — 2) + £(¥)
x(t) = 1.5u(t) — 1.5u?(t) + 0.5u(t)

[System 2]
y(t) = 0.6y(t — 1) — 0.1y(t — 2)

+1.2z(t — 1) — 0.1z(t — 2) +£(¥)
z(t) = 1.0u(t) — 1.0u?(t) + 1.0u3(t)

Kp =0.486, K;=0227, Kp=0.122. (36)

Moreover, the PID controller using the NN, called NN-PID
controller, was applied for the purpose of the comparison,
where the NN was utilized in order to supplement the fixed
PID controller.

The control results for System 1 are summarized in Fig.3,
where the solid line and dashed line denote the control results
of the proposed method and the fixed PID controller, respec-
tively. Furthermore, trajectories of PID parameters using the
proposed method are shown in Fig.4. From Fig.3, owing to
nonlinearities of the controlled object, the control result by
the fixed PID controller is not good. On the other hand, from
Fig.3 and Fig.4, the good control result can be obtained using

where¢(t) denotes the white Gaussian noise with zero meathe proposed method, because PID parameters are adequately
and variance.012. Static properties of System 1 and Systenadjusted. Moreover, the number of data stored in the data-
2 are shown in Fig.2. ¢From Fig.2, it is clear that gains dbase wast9. Using the algorithm to remove needless data,

System 2 are larger than ones of System % &t 1.0.

the number of data stored in the data-base can be effectively
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Fig. 3. Control results using the proposed method(solid line) and the fixédg. 5.  Error behaviors using the controller fused the fixed PID with the
PID control(broken line) for System1. NN-PID for Hammerstein model.

0 T T T T T T T T T 2.5 T T T 1[ epoc]

oal 1 == 20[ epoc]
v : : —— 86[ epoc]
o.ab : : 4

20 40 60 80 100 120 140 160 180 200 0 50 100 150 200
t [step] t [step]

Fig. 4. Trajectories of PID parameters corresponding to Fig.3.  Fig. 6. Control result using the controller fused the fixed PID with the
NN-PID for Hammerstein model.

reduced from206 to 49. In addition, the errote given by the
following equation wag$).0417 using the proposed method: t0 EqQ.(32) att = 70. First, the control result with the fixed
PID controller, is shown in Fig.7, where PID parameters
N 2 . .
e(epoc) = 1 Z {@} (37) are seF as the same parame'ters as shown in Eq.(36). Since
N po r(t) )’ the gain of the controlled object becomes high gain around
r(t) = 2.0, the fixed PID controller does not work well. On
where N denotes the number of steps per 1[epoc]. Furthefhe other hand, the proposed control scheme was employed
more, the number of iteration was set Bsbecause PID i, this case. The control result and trajectories of PID
parameters can be adjusted in an on-line manner by the P¥srameters are shown in Fig.8 and Fig.9. ¢From these
posed method. Moreover, the NN-PID controller was applieflgyres, a good control performance can be also obtained
to System 1. Error behaviors efexpressed in Eq.(37) are pecause PID parameters are adequately adjusted using the
shown in Fig.5, and control results are shown in Fig.6.0n0sed method. The usefulness for the nonlinear system
¢From Fig.5, the necessary number for learning iterationgi time-variant parameters is suggested in this example.
was 86[epoc] until the control result using the NN-PID
controller could be obtained the same control performances IV. CONCLUSIONS
as the proposed method, that is, urdil< 0.0417 was In this paper, a new design scheme of PID controllers using
satisfied. Therefore, the effectiveness of the proposed meththd MB modeling method has been proposed. Many PID
is also verified in comparison with the NN-PID controller forcontroller design schemes using NNs and GAs have been
nonlinear systems. proposed for nonlinear systems up to now. In employing
Next, the case where the system has time-variant parantese scheme for real systems, however, it is a serious
ters is considered. That is, the system changes from Eq.(3¥pblem that the learning cost becomes considerably large.
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Fig. 7. Control result using the fixed PID controller in the case where the ~ Fig. 9. Trajectories of PID parameters corresponding to Fig.8.
system is changed from Systeml to System2.
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