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Abstract— This paper is motivated by a practical control
problem that the output sampling rate is often limited. In
particular, for a dual-rate system in which the output sampling
period is an integer multiple of the input updating period,
we use a polynomial transformation technique to obtain a
frequency-domain model. Based on this model, we propose a
self-tuning control algorithm by minimizing output tracking
error criteria from directly the dual-rate input-output data,
analyze convergence properties of the algorithm in detail in
the stochastic framework, and show that the control algorithm
can achieve virtually asymptotically optimal control, ensure the
closed-loop systems to be globally convergent and stable, and
the output tracking error at the output sampling instants has
the property of minimum variance. The results from simulation
are included.
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I. I NTRODUCCTION

In many industry applications, the outputs are sampled at
slower rates than the control updating rates, mostly due to
hardware limitation [1], [2], [3]. A typical example is the
control of the bottom and top composition products of a
distillation column by acting on the reflux and vapor flow
rates; it is apparent that the control variables can be quickly
manipulated, while infrequent and delayed composition mea-
surements are obtained by gas chromatography [4]. In such
cases where several sample rates co-exist, it is necessary to
configure a control system to achieve a desired closed-loop
system performance. This paper is concerned with a dual-
rate case where the output samples are at a relative slow
rate, whereas the control signal is updated faster.

More generally, the study of multirate systems goes back
to the early 1950’s. The first important work was performed
by Kranc (1957) on the switch decomposition technique [5].
During the last decade, Al-Rahmani and Franklin studied
multirate LQG/LQR optimal control [6], [7]; Chen and Qiu
[8], Qiu and Chen [9], [10], and Sagförs et al. [11] studied
H∞ optimal control of multirate systems, considering the
causality constraint. In the process control literature, Leeet
al. [12], Scattolini and Schiavoni [13], Ling and Lim [14],
and Shenget al. [15] studied model based predictive control
of multirate systems; Scattolini [4], Albertosel al. [16], and
Zhanget al. [17] investigated adaptive control involving dual-
rate/multirate systems.

One motivation for the work in this paper is inferential
control. In this area, Lee and Morari developed a generalized
inferential control scheme and discussed various optimal
control problems for multirate/dual-rate systems [12]; Liet
al. applied dual-rate modeling to Octane quality inferential
control [3], [18]. However, most control algorithms reported
in the area of multirate systems assume that the parameters
of multirate models are known, which is usually not the
case. Also, most theoretical results on parameter estimation
based adaptive control assume that both the estimator and
the controller are updated at the same rate, e.g., the well-
known Åström and Wittenmark self-tuning regulator (1973)
[19]. These results are not suitable for the dual-rate setting.
For dual-rate sampled-data control systems, we expect that
the control law is updated at a fast rate even if the output is
sampled at a relative slow rate.

In the field of dual-rate sampled-data adaptive control,
the algorithm presented by Kanniahet al. is based on a
parameterized model with its AR coefficients corresponding
to the fast sampling rate and the MA coefficients to the
slow sampling rate [20]. Since the prediction and control
are all based on the slow sampling rate, the desired fast-rate
system performance may not be achieved. Also, Zhanget al.
studied an indirect model reference multirate adaptive control
[17]; Mitsuaki et al. presented a least squares based self-
tuning control algorithm [21]. But these algorithms handle
only noise-free systems. Scattolini presented a gradient-based
adaptive control algorithm for multirate systems based on
CARIMA models from lifted state-space models [4]. In mul-
tirate stochastic systems with noise, to our best knowledge,
the control problems based on model identification have not
been fully investigated, especially the self-tuning control and
its convergence properties based on multirate data directly,
which are the focus of this work.

The paper is organized as follows. In Section II, we simply
introduce the adaptive control scheme of dual-rate systems.
In Section III, using a polynomial transformation technique,
we establish the mathematical model for dual-rate systems
and a least squares based self-tuning control. We prove the
global convergence of the control algorithm proposed in
Sections IV and V. In Section VI we give an illustrative
example demonstrating the effectiveness of the algorithm
proposed in the paper. Finally, we offer some concluding
remarks in Section VII.



II. PROBLEM FORMULATION

The focus of this paper is a class of multirate systems
– the dual-rate systems– as depicted in Figure 1, where
Pc is a continuous-time process; the inputuc(t) to Pc is
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Fig. 1. The dual-rate system with noise

produced by a zero-order holdHh with periodh, processing
a discrete-time signalu(k); the outputyc(t) of Pc is sampled
by a samplerSqh with periodqh (q being a positive integer),
yielding a discrete-time signaly(kq) with period qh. The
input-output data available are

• {u(k) : k = 0, 1, 2, · · ·} at the fast rate, and
• {y(kq) : k = 0, 1, 2, · · ·} at the slow rate.

Suppose that due to physical constraints, the intersample
outputs,y(kq + j), j = 1, 2, · · · , q − 1, are not available,
and thus we have missing output samples. Here, we refer to
{u(k), y(kq)} as thedual-ratemeasurement data.

The adaptive control scheme we propose is shown in
Figure 2, whereyr(k) denotes a deterministic reference input
or desired output signal,e(iq) a random noise with zero
mean. For such a scheme to work, we can exploit an identi-
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Fig. 2. The adaptive control scheme (j = 1, 2, · · · , q − 1)

fication algorithm to produce the estimatesθ̂ of the unknown
system parameters based on the dual-rate data{u(k), y(kq)},
and compute the intersample (missing) outputs by using the
estimated model and inputu(k). In order to feed back to the
controller a fast rate signalyf (k), representing the output
y(k), we use the slow sampled outputy(iq) everyq period,
giving y(0), y(q), and y(2q), etc., and use the estimated
output ŷ(iq + j) to fill in the missing samples iny(k). In
Figure 2, yf (k) connects toy(iq) at times k = iq, and
connects toŷ(iq + j) at k = iq + j, j = 1, 2, · · · , (q − 1).
Thus the output of the switch is a fast rate signal given by
yf (k). Due to the periodic switch, the fast rate signalyf (k)
can be expressed as

yf (k) =
{

y(iq), k = iq,
ŷ(iq + j), k = iq + j, j = 1, 2, · · · , (q − 1).

(1)
To summarize, the dual-rate adaptive control scheme uses
a fast single-rate controller and a periodic switch. It is

conceptually simple, easy to implement in digital computers,
and practical for industry.

The objective of this paper is to propose an algorithm to
estimate the intersample outputs{y(kq + j) : j = 1, 2, · · · ,
(q − 1)} based on the given dual-rate measurement data,
design an adaptive controller so as to make the outputy(k)
track a given desired outputyr(k) by minimizing the tracking
error criterion function

J [u(k)] = E{[yf (k + d)− yr(k + d)]2|Fk−1}, (2)

and study the properties of the closed-loop system. Here,d
represents the system delay,{Fk} is theσ algebra sequence
generated by the observations up to and including timek.

III. M ODELING AND CONTROL ALGORITHM OF

DUAL -RATE SYSTEMS

Setting the noisee to be zero in Figure 2, we assume that
the open-loop transfer function fromu(k) to y(k) takes the
following real-rational form:

P1(z) =
z−db(z)

a(z)
, or y(k) =

z−db(z)
a(z)

u(k) (3)

with

a(z) = 1 + a1z
−1 + a2z

−2 + · · ·+ anz−n,

b(z) = b0 + b1z
−1 + b2z

−2 + · · ·+ bnz−n.

Here,d denotes the system delay andz−1 represents a unit
backward shift operator at the fast rate:z−1u(k) = u(k−1).

This model in (3) is not suitable for dual-rate adaptive
control because it would involve the unavailable outputs
{y(kq + j) : j = 1, 2, · · · , (q − 1)}. To obtain a model that
we can use directly on the dual-rate data, by a polynomial
transformation technique,P1(z) needs to be converted into a
form so that the denominator is a polynomial inz−q instead
of z−1.

For a general discussion, let the roots ofa(z) be zi to get

a(z) =
n∏

i=1

(1− ziz
−1).

Define

φq(z) =
n∏

i=1

(1 + ziz
−1 + z2

i z−2 + · · ·+ zq−1
i z−q+1).

Multiplying the numerator and denominator ofP1(z) by
φq(z) transforms the denominator into the desired form:

P1(z) =
z−db(z)φq(z)

a(z)φq(z)
=:

z−dβ(z)
α(z)

, (4)

or
α(z)y(k) = z−dβ(z)u(k) (5)

with

α(z) = 1 + α1z
−q + α2z

−2q + · · ·+ αnz−qn,

β(z) = β0 + β1z
−1 + β2z

−2 + · · ·+ βqnz−qn.



Equation (4) is the frequency-domain model for the dual-rate
system and it has the advantage that the denominator is a
polynomial ofz−q; arising from here is a recursive equation
using only slowly sampled outputs. The control algorithm
we propose later for dual-rate systems will be based on this
model which does not involve the unavailable intersample
outputs.

Next, we derive an adaptive control algorithm based on
the model discussed in (5). Define the parameter vectorθ
and information vectorϕ(k) as (N := qn + n + 1)

θ = [α1 α2 · · · αn β0 β1 · · · βqn]T ∈ RN ,

ϕ(k − d) = [−y(k − q) − y(k − 2q) · · · − y(k − qn)

u(k − d) u(k − d− 1) · · · u(k − d− qn)]T ∈ RN .

Notice thatθ contains all parameters in the model in (4) to be
estimated, andϕ(k−d) uses only available dual-rate data – if
k is an integer multiple ofq, thenϕ(k−d) contains only the
past measurement outputs (slow rate) and inputs (fast rate).
Substituting the polynomialsα(z) andβ(z) into (5) leads to
the following regression equation:

y(k) = ϕT(k − d)θ, (6)

or
y(k + d) = ϕT(k)θ.

Let yr(k) be a desired output signal, define the output
tracking error

ξ(k + d) = y(k + d)− yr(k + d).

If the control signalu(k) is chosen according to the equation
yr(k + d) = ϕT(k)θ, then the tracking errorξ(k + d)
approaches zero finally. For stochastic systems, based on the
model in (6), introducing a disturbance termv(k), we have

y(k) = ϕT(k − d)θ + v(k), (7)

where{v(k)} is assumed to be a zero-mean random white
noise sequence. Let̂θ be the estimate of unknown parameter
vector θ, then ŷ(k + d) = ϕT(k)θ̂ is the best output
prediction, which is computed by the intersample output
estimator in Figure 2, then replacingθ by θ̂ and minimizing
the criterion function in (2) yield the control law of the form:

yr(k + d) = ϕT(k)θ̂. (8)

Replacingk in (7) by kq gives

y(kq) = ϕT(kq − d)θ + v(kq), (9)

where

ϕ(kq − d) = [−y(kq − q) · · · − y(kq − qn)
u(kq − d) · · · u(kq − d− qn)]T.

Let θ̂(kq) be the estimate ofθ at current timekq. We
propose the self-tuning control algorithm for the dual-rate
system in (9) as follows:

θ̂(kq) = θ̂(kq − q) + P (kq)ϕ(kq − d)
[y(kq)− ϕT(kq − d)θ̂(kq − q)], (10)

θ̂(kq + j) = θ̂(kq), j = 0, 1, · · · , q − 1. (11)

P−1(kq) = P−1(kq − q) + ϕ(kq − d)ϕT(kq − d), (12)

θ̂(kq) = [α̂1(kq) · · · α̂n(kq) β̂0(kq) · · · β̂qn(kq)]T.

(13)

Based on (8), the control law is given by

ϕT(kq + j)θ̂(kq) = yr(kq + d + j). (14)

The control signalu(kq + j), j = 0, 1, · · · , (q − 1), in (14)
may be obtained from the following recursive equation

u(kq + j) =
1

β̂0(kq)
[yr(kq + d + j)

+
n∑

i=1

α̂i(kq)y(kq + d + j − iq)

−
nq∑

i=1

β̂i(kq)u(kq + j − i)]. (15)

Here, a difficulty arises in that on the interval[kq, kq + q),
except forj = q − d, the expression on the right-hand side
of (15) contains the future missing outputsy(kq + j1) if
j1 := d+j− iq > 0, and the past missing outputsy(kq−j2)
if j2 := −d− j + iq > 0 andj2 is not an integer multiple of
q. In fact, only whenj = q − d, the control termu(kq + j)
does not involve the missing outputs, and can be generated
by u(kq + q − d) =

1

β̂0(kq)
[yr(kq + q) +

n∑

i=1

α̂i(kq)y(kq + q − iq)

−
nq∑

i=1

β̂i(kq)u(kq + q − d− i)]. (16)
So it is impossible to compute the control law by (15) and
to realize the algorithm in (10)-(15). Our solution is based
on the adaptive control scheme stated in Section 2: These
unknown outputsy(kq + j) in (15) are replaced by their
estimateŝy(kq + j). Hence,

u(kq + j) =
1

β̂0(kq)
[yr(kq + d + j) +

n∑

i=1

α̂i(kq)ŷ(kq + d + j − iq)

−
nq∑

i=1

β̂i(kq)u(kq + j − i)], (17)

j = 0, 1, · · · , q − 1; j 6= q − d.

To initialize the control algorithm in (10)-(13), (16) and
(17), we takeP (0) = p0I with p0 normally a large positive



number andI an identity matrix of appropriate dimension,
and θ̂(0) = θ̂0, some small real vector (e.g.,̂θ(0) =
[10−6 10−6 · · · 10−6]T). Notice that the parameter
estimateθ̂ is updated everyq (fast) samples, namely, at the
slow rate; so is the covariance matrixP ; in between the slow
samples, we simply hold̂θ unchanged. Thus, every timêθ is
updated, we haveq new input samples and one new output
sample.

It is easy to see that by defining

L(kq) := P (kq)ϕ(kq − d)

=
P (kq − q)ϕ(kq − d)

1 + ϕT(kq − d)P (kq − q)ϕ(kq − d)
,

the covariance matrixP can be updated as follows:

P (kq) = [I − L(kq)ϕT(kq − d)]P (kq − q).

IV. T HE OUTPUT TRACKING PERFORMANCE

We assume that{v(k),Fk} is a martingale difference
sequence defined on a probability space{Ω,F ,P}, where
{Fk} is the σ algebra sequence generated by{v(k)}, i.e.,
Fk = σ(v(k), v(k−1), v(k−2), · · ·) [22]. We shall prove the
main results of this paper by formulating a martingale process
and by using stochastic process theory and the martingale
convergence theorem (Lemma D.5.3 in [22]).

Let us introduce some notation first. LetX be a square
matrix; the symbolsλmax[X] and λmin[X] represent the
maximum and minimum eigenvalues ofX, respectively;
λi[X] represent theith eigenvalue ofX. For g(k) ≥ 0, we
write f(k) = O(g(k)) if there exists a constantδm > 0 such
that |f(k)| ≤ δmg(k).

Define
r(kq) = tr[P−1(kq)].

It follows easily that

r(kq) =
N

p0
+

k∑

i=1

‖ϕ(iq − d)‖2.

From here we get

r(kq) = r(kq − q) + ‖ϕ(kq − d)‖2,
r(kq) = λ1[P−1(t)] + λ2[P−1(t)] + · · ·

+λN [P−1(t)]
≤ Nλmax[P−1(kq)],

|P−1(kq)| = λ1[P−1(t)]λ2[P−1(t)] · · ·λN [P−1(t)]
≤ λN

max[P
−1(kq)]

≤ rN (kq),

and

ln |P−1(kq)| ≤ N ln r(kq), (18)

or

ln |P−1(kq)| = O(ln r(kq)).

In order to study the output tracking performance of the
algorithm, the following lemma is required.

Lemma 1:The following inequality holds:

∞∑

i=1

ϕT(iq − d)P (iq)ϕ(iq − d)
{ln |P−1(iq)|}c

< ∞, a.s., for any c > 1,

where|·| is the matrix determinant. (If|P−1(0)| is too small,
we then begin the summation at somei = i0 > 1 instead of
i = 1.)

Theorem 1:For the dual-rate system in (9) and the adap-
tive control algorithm in (10)-(13), (16) and (17), assume that
the noise sequence{v(k)} satisfies the following conditions
[22]:

(A1) E[v(k)|Fk−1] = 0, a.s.;
(A2) E[v2(k)|Fk−1] = σ2

v(k) ≤ σ2
v < ∞, a.s.;

(A3) lim sup
k→∞

1
k

k∑

i=1

v2(i) ≤ σ2
v < ∞, a.s.

That is, {v(k)} is an independent random noise sequence
with zero mean and bounded variance. The system delay
d ≤ q is known, and the control law is given by (16) and
(17). Then the adaptive control algorithm proposed ensures
that the output tracking error at the output sampling instants
has the property of minimum variance, i.e.,

1) lim
k→∞

1
[ln r(kq)]c

k∑

i=1

[yr(iq)− y(iq) + v(iq)]2 < ∞,

a.s., for any c > 1.

2) lim
k→∞

1
k

k∑

i=1

[yr(iq)− y(iq) + v(iq)]2 = 0, a.s.

3) lim sup
k→∞

1
k

k∑

i=1

E{[yf (iq)− yr(iq)]2|Fiq−1} ≤ σ2
v ,

a.s.

Since single-rate systems belong to a special class of dual-
rate systems withq = 1, the results in Theorems 1 still hold
for single-rate systems.

V. THE MISSING OUTPUT ESTIMATION

From (1) and (9), we have

yf (kq) = y(kq) = ϕT(kq − d)θ + v(kq), (19)

yf (kq + j) = ŷ(kq + j), j = 1, 2, · · · , q − 1. (20)

From Figure 2 and (5), all missing output estimatesyf (kq +
j) can be obtained by

ŷ(kq + j) =
z−dβ̂(kq, z)

α̂(kq, z)
u(kq + j), (21)



where

α̂(kq, z) = 1 + α̂1(kq)z−q + · · ·+ α̂n(kq)z−qn,

β̂(kq, z) = β̂0(kq) + β̂1(kq)z−1 + · · ·+ β̂qn(kq)z−qn,

θ̂(kq) = [ α̂1(kq) α̂2(kq) · · · α̂n(kq)

β̂0(kq) β̂1(kq) · · · β̂qn(kq) ].

The output estimateŝy(kq + j) can also be computed from
the recursive equation:

ŷ(kq + j) +
n∑

i=1

α̂i(kq)ŷ(kq + j − iq)

=
nq∑

i=0

β̂i(kq)u(kq−d+ j− i), j = 0, 1, · · · , q−1. (22)

Or

ŷ(kq + j) = ϕ̂T(kq + j)θ̂(kq), j = 1, 2, · · · , q − 1,

where

ϕ̂(kq + j) = [−ŷ(kq − q + j) − ŷ(kq − 2q + j) · · ·
−ŷ(kq − qn + j) u(kq − d + j)

u(kq − d + j − 1) · · · u(kq − d + j − qn)]T.

Comparing (17) with (22), we find that the missing intersam-
ple output estimateŝy(kq + j), j = 1, 2, · · · , q − 1, equal
the desired outputsyr(kq + j), so we have

yr(kq + j) = ŷ(kq + j) = ϕ̂T(kq + j)θ̂(kq), (23)

ϕ̂(kq + j) = [−yr(kq − q + j) − yr(kq − 2q + j) · · ·
−yr(kq − qn + j) u(kq − d + j)

u(kq − d + j − 1) · · · u(kq − d + j − qn)]T.

It is easy to understand that the unknown intersample outputs
y(kq + j) are replaced by the desired outputsyr(kq + j)
in that our goal is to makey(k) track yr(k). Hence, com-
bining (16) with (23) generates the control signal sequence
{u(kq + j), j = 0, 1, · · · , q − 1} based on the parameter
estimatesθ̂(kq) obtained. Thus, the following theorem is
easily established.

Theorem 2:For the dual-rate system in (9) and the adap-
tive control algorithm in (10)-(13), (16) and (17), assume
the conditions of Theorem 1 hold, the open-loop system
(b(z)/a(z)) is minimum phase, and the reference inputyr(k)
is bounded, i.e.,

(A4) |yr(k)| ≤ δr < ∞.

Then the adaptive control algorithm proposed ensures the
closed-loop system to be globally convergent and stable with
probability 1; in mathematical terms:
• The input and output variables are uniformly bounded,

i.e.,

lim sup
k→∞

1
k

k∑

i=1

[u2(i) + y2(i) + y2
f (i)] < ∞, a.s.

• Sincev(k) is an unpredicted white noise, the average
tracking error approaches zero, i.e.,

lim
k→∞

1
[ln k]c

k∑

i=1

[yf (i)− yr(i)− v(i)]2 = 0, a.s.,

for any c > 1. Or

lim
k→∞

1
k

k∑

i=1

[yf (i)− yr(i)− v(i)]2 = 0, a.s.

In order to avoid generatingu(k) with too large magni-
tudes, for a given small positiveε, if |β̂0(kq)| < ε, we take
β̂0(kq) = sgn[β̂0(kq)]ε, where the sign function is defined
by

sgn(x) =
{

1, x ≥ 0,
0, x < 0.

VI. EXAMPLE

Assume that the discrete system model with periodh = 2 s
takes the following form

P1(z) =
z−db(z)

a(z)
=

4.12z−1 + 3.09z−2

1− 1.60z−1 + 0.80z−2
, d = 1.

Take qh = 4 s and qh = 8 s, i.e., q = 2 and q = 4,
respectively. Use{v(k)} as a white noise sequence with
zero mean and varianceσ2

v = 1.002. We apply the adaptive
control algorithm in Section 3 to this system, and the results
with different q are shown in Figures 3 and 4, wherey(k)
represents the system output,yr(k) denotes the desired
output, and

yr(400i + j) = (−1)i2, i = 0, 1, 2, · · · ; j = 1, 2, · · · , 400.

Figure 5 is the simulated results in terms of theÅström-
Wittenmark self-tuning regulator (STR).

From Figures 3-5, it is clear that our control law is supe-
rior to that of theÅström-Wittenmark self-tuning regulator,
but when q is too large, the output tracking performance
degrades.
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VII. C ONCLUSIONS

A least squares based control algorithm for dual-rate sys-
tems is presented; the algorithm uses only slow-rate output
measurement data and generates a relative fast-rate control
signal. Convergence performance of the proposed algorithm
is analyzed in detail in the stochastic framework. The algo-
rithm achieves the desired control performance under certain
conditions. The algorithm is also applied to a simulated
system successfully, and the simulated results verify the
theoretical findings. The control method for the cased > q
is currently being studied in the stochastic framework.
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